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Introduction to StorageD
• StorageD is the data aggregator and 

archiving systems that supports the work of 
the Diamond Light Source (DLS) and the 
Centre for Environmental Data Analysis 
(CEDA) at the Rutherford Appleton 
Laboratory (RAL).

https://www.diamond.ac.uk/Home/About.html

CEDA aims to support environmental science, further environmental 
data archival practices, and develop and deploy new technologies to 
enhance access to data.
https://www.ceda.ac.uk/

https://www.diamond.ac.uk/Home/About.html
https://www.ceda.ac.uk/


Introduction to 

StorageD

• Current production instance of 
StorageD works on single        
client-to-server connection
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Introduction to StorageD 
(Aggregation)



• Aggregates go through a series of states 

Ingest Pipeline

- State transition



• Files registration (ADD_NEW_FILES)

• Ingest is initiated by the client with a list of files

• Files’ offsets are calculated.

• Files’ information are sent by the client to the server.

• Protobuf communication

• The server registers files’ information on the database.

Ingest Pipeline



• Files transfer to TAPE (GET_TRANSFERRABLES)

• At random times, the client asks the server for next transferrable

• Protobuf communication

• Aggregate copied to server’s cache.

• Checksums compared

• Aggregate copied from server’s cache to TAPE (CTA-EOS)                                

• This is where we use XrootD.

• Checksum compared

• Ingest is completed.

Ingest Pipeline



Ingest Pipeline  - sync to TAPE
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Recall Pipeline – The role of XRootD



Management and monitoring 

of StorageD



Management of StorageD

• Throughput
• this is not the limit of SD but the line rate of the client that’s reading the data 

and is sufficient at the moment … but we plan to scale it up.



Management of StorageD

• We have just over 70PB on 

tape / 5 Billion files

• We typically ingest at a 

rate of 10Gb/s at the 

moment which equates to 

100TB in 24 hours.
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Monitoring of StorageD
-- journey of an aggregate to TAPE



Monitoring of StorageD
-- journey of an aggregate to TAPE



Future Plans



Future Plans

• Rework staging on CTA-EOS

• Distributed StorageD
• Flexible architectures

• Scheduling and resource management

• Improve the dashboard

• Error handling

• Security



Thank You


