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High Granularity Quantization 
is an advanced QAT method & 
framework that makes these 
MLP Mixers fit on a single 
FPGA.

HGQ quantizes weights and 
activations individually and 
optimizes their bitwidths with 
gradients automatically 
(pruning is included as bw→0). 
This reduces the firmware 
footprint by more than 10x 
during training with minimal 
impact on accuracy.

All models with the same size 
are trained with a single run, 
covering the entire Pareto Front 
in ~3 hours.

Distributed Arithmetic for ML 
(da4ml) is a framework that 
transforms Constant Matrix 
Vector Multiplication (CMVM) 
with distributed arithmetic, which 
produces an adder tree that is 
equivalent to the original CMVM. 
It currently serves as plugin for 
hls4ml.

By performing aggressive common 
subexpression eliminations, da4ml 
may reduce the LUT usage by
1/3 ~ 1/2 while removing all DSP 
usage without affect the output
bit accuracy.

da4ml is required for running the 
MLP Mixer with II=1. Without 
explicitly performing DA, II 
remains unstable with Vitis HLS 
and some models fail to synth.
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Advanced QAT 
Framework that 
compresses MLP 
Mixers to fit on 
single FPGA

"model scale" 
invariant accuracy-
resource tradeoff

Care-free deploy time 
optimization plugin. 
Further reduces 
firmware footprint and
latency, ensuring II=1
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×: models with timing violation

We demonstrate the use of the MLP-Mixer architecture for fast jet classification in high-energy 
physics. 

The MLP-Mixer model is trained with the hls4ml LHC Jet dataset (150 partciles), which is 
meant to represent the type of L1 trigger objects that we may expect in future High-
Luminosity LHC experiments. We show that our MLP-Mixer model could achieve JEDI-net 50 
particle performance with ~1/8 of LUTs, no DSP, 100x throughput, and 1/10 latency 
simutaeously when trained with HGQ and synthesized with hls4ml + da4ml + Vitis 2023.2. 
This is the first time MLP Mixer is shown to be deployable for L1 Triggers at LHC.
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