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Example - The ALICE detector (CERN LHC)
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The Basic Task

Acquiring and storing of measurement data for later, offline analysis

ALICE

(Sub-)detecors Back-end
Front-end Electronics
Electronics 10..200 (,Computers”)
m
(FE) Rea
Read-out out
Interface i
Read-out links interface
mostly custom
: a_nalolg sng:.al. m;_:uts * data read-out
. Z'g;a conditioning * data re-shuffling
. d'/ X c:):verters * data pre-processing
Agite data °Ut_ R * data storing

* HW only, keep it simple

(no CPU, no SW)
Special custom-developed electronics Industrial standard solutions
¢ (Sub-)detector specific functional requirements * no sub-detector specific HW requirements
* Additional general, special requirements: * commercial, off-the-shelf components

(e.g. small size, low-power, low material budget, (to minimize HW development)

radiation tolerance, etc.) * lots of detector specific SW development
* - lots of HW development (online and offline SW)

Large, unique systems: challanging data amount and data rates
,,Big Physics” = , Big Data”

-
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Data Concentrators Needed!
Example: CERN NAG61 DAQ architecture
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aImooO—x-

BUSY

5700 x
32-ch FE cards
(A/D converters)

240 x
24-input Read-out
Motherboards

240 x
cheap, 48 Mb/s custom copper links

T Configuration Data

8 x
32-input Concentrator Boxes

8 X
2 Gb/s optical Detector Data Link (DDL)

Event Fragmentsl . 4x
Nad-om Receiver Cards (RORC)
1 DAQ PC 1x

Single DAQ Server PC!

in other systems this may

— — not be possible...
d di
[ MONITORING } [ DATA STORAGE 8] the v mteed o

trigger rate and event size)

This simple, 1 server scheme is not possible wigth larger systems!

ALICE
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Legacy TTS System: CERN TTC
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l TTCrx ll TTCrx ll TTCrx l

Det.
Module

Det.
Module

Det.
Module

TTCvi/ex

TTCrx TTCrx
FE Controller FE driver

Det.

Module S. Baron et al.

ALICE
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A Large System with Sync

ALICE

Timing &Trigger System
I F.aSt * Processes data of
) [ trlgger . I
N trigger detectors l
tors * Distributes timing and trigger I Server PCS
- signals to each FEC

Front-end | I (vmE compactpar

. uTCA, ATCA)
Electronics )
(FE Cards) Read-out

Link b interface
Interface j-l . (mostly custom
-l' read-out links T
i (mostly custom electronics)
* analog signal inputs * data read-out
 signal conditioning 10..200 * data re-shuffling
* synchronized sampling m * pre-processing
* A/D converters
» digital data out * industrial standard,
* new: some pre-processing! modular, commercial
| components

custom electronics
detector specific requirements
radiation environment
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The ,,Whole” Picture

(Sub-)detecors
Front-end
Electronics
(FE)
Link
Interface

Timing &Trigger System

F,aSt * Processes data of
trigger N detect o
detec- trigger detectors l server PCs

tors « Distributes timing and trigger I

signals to each FEC I or crates
| I L (Server PC, VME, Compact PCI
W =} uTCA, ATCA)

* analog signal inputs

* signal conditioning

¢ synchronized sampling

« A/D converters

« digital data output

* new:some pre-processing

custom electronics
detector specific requirements
radiation environment

|H

read-out links
(mostly custom electronics)

10..200
m

Read-out

interface
(mostly custom
electronics)

* dataread-out
* data re-shuffling
* pre-processing

¢ industrial standard,
modular, commercial
(COTS) components

data links N
commercial interfaces (GbE, IB) y

Control System
* Detector control
* Experiment control
« Data Quality monitoring

Event Building and Storage
« data processing + ,,event building”
* temporary storage
¢ writing to permanent storage

dedicted server farms (data centers like)

Internet

ALICE

QWIBABE ~ 700 varer
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Optical vs. Copper

* By that time, the development of optoelectronics allowed to transmit the ALICE
high-speed serial bit stream optically...

Duplex multimode optical
cable with LC connector

The optical fiber cable in the foreground has the equivalent
capacity of the copper cable in the background.

Transmitting 1 ~ 10 Gb/s
bidirectionally

-
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GBT/IpGBT Overview

The arcitecture of a typical HEP link based on a single bidirectional optical link

ALICE

High radiation doses No or small radiation doses

/ Short distance optical links: 50 to 300 m

K_'Timina & Trigger

DAQ

k’sluw Control

N

LHC:  upto 100 Mrad (10% 1MeV n/cm?)
HL—=LHC: upto 1 Grad (10*¢ 1MeV n/cm?)

Timing & Trigger,

DAQ

Slow Control,

Cys§om ASICs

|
On-Detector
Radiation Hard Electronics
Electrical links to the frontend
modules. Lengths: cm to few m

Custom optocomponents

Off-Detector

]
I
|
1
|
]
|
]
! Commercial Off-The-Shelf (COTS)

This scheme is implemented by the CERN GBT link and its successor: the IpGBT

U Back-end implmentation: Commercial components + IpGBT soft IP
(Optical transceivers, FPGA, IpGBT-FPGA FW code)

Q Fron-end implementation: Rad-hard IpGBT ASIC and Versatile Link Plus (VL+) optical components
(IpGBT ASIC, IpGBT/VL+ Laser Driver, and PIN Receiver, rad-hard optical cables and connectors)
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IpGBT Main Fetaures

Radiaton hardness: HLICE

. Developed to whitstand HL-LHC radiation levels
. Radiation qualified commercial 65 nm CMOS technology and special layout techniques

. Robust line coding and error correction scheme (FEC5 or FEC12), capable of correcting single bit and bursts
errors caused by SEUs and transmission errors

Downlink: deterministic latency
. clock and data (incl. trigger bits) can be delivered synchronously to all e-ports of the IpGBT ASIC on the FECs

Highly configurable features

. Can be a bidirectional transceiver, a simplex transmitter or a simplex receiver;
. Several front-end interface modes and options;

. Extensive features for precise timing control (a.k.a. ,fast control”);

. Several features for experiment control and monitoring (a.k.a ,slow control”);

. Robust operation against SEUs

This scheme is provided by the CERN GBT link and its successor: the IpGBT

-
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lpGBT Coming in ALICE...

= During the LS2 upgrade a brand new DAQ and trigger system
had been developed for ALICE for Run 3 and Run 4

= The upgrading sub-detectors are now connected to the DAQ
and Trigger systems with rad-hard GBT links through the CRU

= This enables the delivery of timing & control with deterministic
latency and taking of data through a single fiber connection

= The GBTx ASIC is not available any more and the new IpGBT
supersedes it for new developments or system additions

Main features of the present GBT links
= 4.8 Gb/s downlink
= 4.8 Gb/s uplink
= Front-end components:
= GBTxASIC
= external slow-control (12C, SPI, etc.) controller ASIC (SCA)
= Versatile Link (VL) optical components
= Back-end components:
= GBT-FPGA firmware code (IP) for FPGAs
= Commercial optical transceivers

High radiation doses No or small radiation doses

N

i ALICE

Timing & Trigger,

PAQ SerDes
>

Slow Control

r_’Timing & Trigger

DAQ

,\’ Slow Control

Custom ASICs

On-Detector
Radiation Hard Electronics

Off-Detector
Commercial Off-The-Shelf (COTS)

= During the coming LS3 upgrades, the new FE systems (e.g. ITS3, FoCal)

will (have to) use IpGBT links to connect to the CRUs

= The IpGBT links have to be integrated into the existing CRU FW while keeping

the compatibility with the existing O2, TRIGGER, and DCS systems

Main features of the new IpGBT with VTRX+
= 2.56 Gb/s downlink,
= 5.12/10.24 Gb/s uplink
= Front-end components:
= |pGBT ASIC

= internal slow-control controllers (12C, SPI, GPIO, ADC, etc)
(and optional external SCA)

= VL+ optical components
= Back-end components:
= |pGBT-FPGA firmware code (IP) for FPGAs

= Compatible commercial transceivers
(Samtec FireFly recommended for new developments)
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IpGBT and VTRX+ Architecture

IpGBT
transceiver ASIC

ALICE

FE
Module

2.56 Gb/s
P
f/
3 TEY
Module g \/ rl'\/:
optical
CLK Manager CDR/PLL - i'r:l nsce J ver
H data-up 51_ __,_
H clack or
: 10.24 Gb/s

&

FE
Module

Control Logic

ADC/DAC
GBT - 5CA

aln[7:0] aOut  10[15:0] i
Port Forts

Time scope of the IpGBT and VL+ solutions

By nowitis extended to Run 5 and Run 6. No new link type can be expected.
(Silicon photonics integrated in FE ASICs will come, but not in this time frame...)

*  Production is going on, and it is unclear if there will be later productions...
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IpGBT and VTRX+ Architecture

Optical link speeds

ALICE

Uplink: Vodule
2.56Gb/s
. 10.24 Gb/s ?
. 5.12 Gb/s FE
Module
Downlink:
data-up 5.126b/s
. 2.56 Gh/s, 64-bit frames clock 10.246b/s
) g 150:!:/; g
E-llnkS : 1.28 Gh/s ports

Connections to the front-end ASICs are f

made through sets of local eLinks. ﬁ

. Depending on the data rate and transmission /
media, e-links can extend up to a few meters.

ainf7:0] a0ut  I0[i51)

. E-links use the CERN Low Power Signaling bk "
(CLPS), with programmable signal amplitudes to =
suit different application requirements

. The e-Links are driven by a series of

e-Ports on the IpGBT and are associated with ; .
eLink ports in the front-end modules. Uplink Useful data bandwith

. The number of active eLinks and their data rates

are pro_grammable in groups Link SpeEd FECS FEC12
of 4 elinks 5.12 Gb/s 4.48 Gbls 3.84 Gbls
10.24 Gb/s 8.96 Gb/s 7.68 Gb/s
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IpGBT (Future, Run 4 and Run 5) vs. GBT (Present Run 3)

DOWNLINK P 4.8 Gb/s (120 bits @ 40 MHz) L

GBT downlink " b 2 2b 80b 32
Header, internal and external control channels, (CRU -> FEE) GBT H LIC E
data channel, forward error correction frames: | Header |f IC |f EC User Data FEC

differences:
= 64-bit @ 40 MHz vs 120-bit @ 40 MHz 2.56 Gbls (64 bits @ 40 MH2)

= 32-bit payload vs 80-bit bayload IpGBT downlink 4b 26 2b 32b 24b
(CRU -> FEE) IpGBT

v

A

= 2.56 Gh/s vs 4.8 Gb/s frames: | Header IC || EC User Data FEC
= TX parallel clock 320 MHz vs 240 MHz
P 4.8 Gb/s (120 bits @ 40 MHz) o
UPLINK GBT uplink " b 2b  2b 80b 32b
) (FEE -> CRU) TEC
Header, internal and external control channels, GBT | Header || 1c || EC User Data IDATA
data channel, optional forward error correction frames:
differences:
= 128/256-bit @ 40 MHz vs 120-bit @ 40 MHz P 5.12 Gb/s (128 bits @ 40 MHz) R
= 96/112/192/224-bit payload vs 80/112-bit payload 2 L erLy 2 2 2 96/1120 S/125
IpGBT
« 5.2 Gb/s or 10.24 Gb/s vs 4.8 Gb/s ames. | Header || 1c | EC User Data FEC
= RXparallel clock 320 MHz vs 240 MHz
P 10.24 Gbls (256 bits @ 40 MHz) o
IpGBT uplink 2 2b 2b 192/224b 5/12b
(FEE -> CRU)
IPGBT | Header IC EC User Data FEC
frames:

-
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15
An |pGBT Back-end: ALICE Common Read-out Unit (CRU)

Sim
Wy

’wlm-us
“9‘ :

R e ——
-

LT EEOALE R ARR LR RRRALRE

2 SFP+ '
for PON @ 10Gb/s PCle gen 316 lanes

The Common Read-out Units (CRU) are PCle add-on cards installed in the First Level Processor (FLP) nodes
of the ALICE DAQ system. Main tasks of the CRU:
= Deliver the trigger, timing and read-out control information to the Front-End Electronics

= Deliver detector data to the O2 (FLP Servers) with and/or without processing in the CRU FPGA
Transport detector control information between the DCS and the FEE

ALICE

= Take part of the Busy / Drop / Throttle mechanism of the detectors read-out
P,
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CRU Overview

ALICE

_|
— H H
wn CRU PCle card H (s(e:ll’13 : Common CRU
- inte?fac : FW/SW Components
provided by the CRU
team
...................... Extensible by the

Detector teams

44—

o User Developed by the
D Logic Detector and DCS teams
@°
@ Developed by the
g« (de;llect Detector and 02
» - specmc teams
FLP to EPN
H DAQ : Server
: Softwar s
: FLP o
: DCS DCS
Softwar < — - ‘ ' P>
s
Main Tasks of the CRU:

¢ Deliver the trigger, timing and read-out control information to the Front-End Electronics
* Deliver detector data to the O2 (FLP Servers) with and/or without processing in the CRU FPGA
* Transport detector control information between between the FLP Servers (DCS) and the FEE

*  Take part of the Busy / Drop / Throttle mechanism of the detectors read-out
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Thank you for the attention!
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Back-up slides

ALICE

BACK-UP
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487 DDL optical links

DDL

ALICE sub-detectors

/~  Source Interface Units
(SIU cards)

Duplex, multimode
optical fibers
max. 200m

Destination Interface Units
\_ (integrated on D-RORCs)

DAQ- Readout Receiver Card

Local Data Concentrators
(server computers)

(Gigabit Ethernet and
FibreChannel switches)

Global Data Collectors
(server computers)

In the ALICE DAQ System

Sub-Detectors TPC Sub-Detector
Readout Electronics Readout Electronics

.I:!:{.}:{ﬂll:ﬂ:{.}:{ﬂ. ngh-

| FEP | FEP | Level

HLT Farm Trigge

144 DDL
216 DDL
127 DDL

25 GB/s

Event Building Network

(disk farms, tapes) Storage Network
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Optical (GBT or PON)

CRUs in ALICE Read-out

Trigger
detectors
busy

FE Link - RadHard Optical (GBT)
data & trigger & control

FE copper links

-‘ b—

clk & trigger

DDL3

F W N

| \ A 4

data + control

DDL3

data + control

FE optical links

- Ttrigger, . data + control
control
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DAQ/
DCS

DAQ/
DCS

DAQ/
DCS
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