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What happens at very large 
impact parameters when large  
nuclei “miss” each other?
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Stripped nuclei have 
very strong EM fields  
(B=O(1015) T!)
Z=82 packed into a subatomic 
volume traveling ultra relativistic 
speeds (Lorentz contracted)!

Classical fields can be understood 
as a source of nearly-real high 
energy photons!

A powerful QCD laboratory is also 
a powerful QED laboratory!



Equivalent Photon Approximation

Photon and Gluon Induced Processes 507 

Chapter 2 

Equivalent Photon Approximation 

A nucleus moving at nearly the speed of light has almost transverse electromagnetic fields; the electric 
and magnetic fields have the same absolute value and are perpendicular to each other. Therefore an 
observer can not distinguish between these transverse electromagnetic fields and an equivalent swarm 
of photons, see Fig-S.1 Equating the energy flux of the electromagnetic fields through a transverse plane 
with the energy content of the equivalent photon swarm yields the equivalent photon distribution n(w), 
which tells how many photons with frequency w do occur. This derivation is presented in the first 
Subsection. 

v=o 

Figure 2.1: Fermis idea leading to the Equivalent Photon Approximation: As the velocity of the charge ap 
proaches the speed of light, its electromagnetic field becomes Lore&-contracted (b) and similar 
to a parallel-moving photon-cloud (c). 

This is already the idea of the Equivalent Photon Approximation. It has been first developed by 
E. Fermi [57]. Often this method is also called Weizsiicker-Williams-Method as E. J. Williams [I351 
and C. F. v. Weizsicker [134] independently extended Fermis idea. A good review of results and various 
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maximum energy  
Eγ,max~γ(ℏc/R) 

80 GeV in Pb+Pb@LHC 
3 GeV in Au+Au@RHIC

typical pT (& virtuality) 
pTmax ~ ℏc/R O(30) MeV @ RHIC & LHC

Coherent strengths (rates) 

scale as Z2: nuclei >> protons

Flux of photons on other nucleus ~ Z2, 
flux of photons on photons ~ Z4 (45M!)

Fermi, Landau, von Weiszacker, Williams

energy depends on radial distance: 
the lower the b, the harder the spectrum!



“Exclusive γγ” processes
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lepton pair production  
(Breit-Wheeler formula, Brodsky et al 1971)
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Heavy ion collisions provide clean environment for study of QED & BSM processes
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Observing light-by-light scattering at the Large Hadron Collider

David d’Enterria1 and Gustavo G. Silveira2

1CERN, PH Department, 1211 Geneva, Switzerland
2UC Louvain, Center for Particle Physics and Phenomenology (CP3), Louvain-la-Neuve, Belgium

Elastic light-by-light scattering (γ γ → γ γ) is open to study at the Large Hadron Collider thanks to
the large quasi-real photon fluxes available in electromagnetic interactions of protons (p) and lead
(Pb) ions. The γ γ → γ γ cross sections for diphoton masses mγγ > 5 GeV amount to 105 fb, 260 pb,
and 370 nb in p-p, p-Pb, and Pb-Pb collisions at nucleon-nucleon center-of-mass energies

√
s
NN

= 14
TeV, 8.8 TeV, and 5.5 TeV respectively. Such a measurement has no substantial backgrounds in
Pb-Pb collisions where one expects about 70 signal events per run, after typical detector acceptance
and reconstruction efficiency selections.

PACS numbers: 12.20.-m, 13.40.-f, 14.70.-e, 25.20.Lj

Introduction. – The elastic scattering of two photons in vacuum (γ γ → γ γ) is a pure quantum-mechanical
process that proceeds at leading order in the fine structure constant, O(α4), via virtual one-loop box diagrams
containing charged particles (Fig. 1). Although light-by-light (LbyL) scattering via an electron loop has been
precisely, albeit indirectly, tested in the measurements of the anomalous magnetic moment of the electron [1]
and muon [2], its direct observation in the laboratory remains elusive still today. Out of the two closely-related
processes –photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [3] and photon-splitting in
a strong magnetic field (“vacuum” birefringence) [4, 5]– only the former has been clearly observed [6]. Several
experimental approaches have been proposed to directly detect γ γ → γ γ in the laboratory using e.g. Compton-
backscattered photons against laser photons [7], collisions of photons from microwave waveguides or cavities [8] or
high-power lasers [9, 10], as well as at photon colliders [11, 12] where energetic photon beams can be obtained by
Compton-backscattering laser-light off electron-positron (e+e−) beams [13]. Despite its fundamental simplicity, no
observation of the process exists so far.

In the present letter we investigate the novel possibility to detect elastic photon-photon scattering using the
large (quasi-real) photon fluxes of the protons and ions accelerated at TeV energies at the CERN Large Hadron
Collider (LHC). In the standard model (SM), the box diagram depicted in Fig. 1 involves charged fermions (leptons
and quarks) and boson (W±) loops. In extensions of the SM, extra virtual contributions from new heavy charged
particles are also possible. The study of the γ γ → γ γ process –in particular at the high invariant masses reachable
at photon colliders– has thus been proposed as a particularly neat channel to study anomalous gauge-couplings [11,
12], new possible contributions from charged supersymmetric partners of SM particles [14], monopoles [15], and
unparticles [16], as well as low-scale gravity effects [17, 18] and non-commutative interactions [19].

γ

γ

γ

γ

p,Pb

p,Pb

p,Pb

p,Pb

FIG. 1: Schematic diagram of elastic γ γ → γ γ collisions in electromagnetic proton and/or ion interactions at the LHC. The
initial-state photons are emitted coherently by the protons and/or nuclei which survive the electromagnetic interaction.

Photon-photon collisions in “ultraperipheral” collisions of proton [20, 21] and lead (Pb) beams [22] have been
experimentally observed at the LHC [23–27]. All charges accelerated at high energies generate electromagnetic
fields which, in the equivalent photon approximation (EPA) [28], can be considered as γ beams [29]. The
emitted photons are almost on mass shell, with virtuality −Q2 < 1/R2, where R is the radius of the charge,
i.e. Q2 ≈ 0.08 GeV2 for protons with R ≈ 0.7 fm, and Q2 < 4·10−3 GeV2 for nuclei with RA ≈ 1.2A1/3 fm,
for mass number A > 16. Naively, the photon-photon luminosities are suppressed by a factor α2 ≈ 5·10−5 and

photon pair production  
(via quark, lepton, W, BSM? loops)

γγ “luminosity” 
lepton decays

rare QED processes 
BSM physics



Photonuclear processes
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(a) (b)

Fig. 1. Lowest order Feynman diagrams for exclusive photoproduction of (a) J/ψ and (b) dielectrons, in ultra-peripheral Au + Au collisions. The photons to the right of the
dashed line are soft photons that may excite the nuclei but do not lead to particle production in the central rapidity region. Both diagrams contain at least one photon and
occur when the nuclei are separated by impact parameters larger than the sum of the nuclear radii.

18X0) and two sectors of lead-glass Čerenkov calorimeter (PbGl,
9216 modules with 4 cm × 4 cm × 40 cm, 14.4X0), at a radial dis-
tance of ∼ 5 m from the beam line.

The ultra-peripheral Au + Au events were tagged by neutron
detection at small forward angles in the ZDC. The ZDCs [31,32] are
hadronic calorimeters placed 18 m up- and down-stream of the
interaction point that measure the energy of the neutrons coming
from the Au⋆ Coulomb dissociation with ∼ 20% energy resolution
and cover |θ | < 2 mrad, which is a very forward region.3

The events used in this analysis were collected with the UPC
trigger set up for the first time in PHENIX during the 2004 run
with the following characteristics:

(1) A veto on coincident signals in both Beam–Beam Coun-
ters (BBC, covering 3.0 < |η| < 3.9 and full azimuth) selects
exclusive-type events characterised by a large rapidity gap on
either side of the central arm.

(2) The EMCal-Trigger (ERT) with a 2×2 tile threshold at 0.8 GeV.
The trigger is set if the analog sum of the energy deposit in a
2×2 tile of calorimeter towers is above threshold (0.8 GeV).

(3) At least 30 GeV energy deposited in one or both of the ZDCs is
required to select Au + Au events with forward neutron emis-
sion (Xn) from the (single or double) Au⋆ decay.

The BBC trigger efficiency for hadronic Au + Au collisions is
92 ± 3% [33]. A veto on the BBC trigger has an inefficiency of 8%,
which implies that the most peripheral nuclear reactions could be
a potential background for our UPC measurement if they happen
to have an electron pair in the final state. An extrapolation of the
measured p–p dielectron rate [34] at minv > 2 GeV/c2 to the 8%
most peripheral interactions – scaled by the corresponding number
of nucleon–nucleon collisions (1.6) – results in a negligible contri-
bution (only 0.4 e+e− pairs). On the other hand, the ERT trigger
requirement (2) has an efficiency of 90 ± 10%, and the require-
ment (3) of minimum ZDC energy deposit(s) leaves about 55% of
the coherent and about 100% of the incoherent J/psi events, as dis-
cussed above. All these trigger efficiencies and their uncertainties
are used in the final determination of the production cross sections
below.

The total number of events collected by the UPC trigger was
8.5 M, of which 6.7 M satisfied standard data quality assurance
criteria. The useable event sample corresponds to an integrated lu-
minosity Lint = 141 ± 12 µb−1 computed from the minimum bias
triggered events.

3 Much larger than the crossing angle of Au beams at the PHENIX interaction
point (0.2 mrad).

3. Data analysis

Charged particle tracking in the PHENIX central arms is based
on a combinatorial Hough transform in the track bend plane (per-
pendicular to the beam direction). The polar angle is determined
from the position of the track in the PC outside the DC and the
reconstructed position of the collision vertex [35]. For central colli-
sions, the collision vertex is reconstructed from timing information
from the BBC and/or ZDC. This does not work for UPC events,
which, by definition, do not have BBC coincidences and often do
not have ZDC coincidences. The event vertex was instead recon-
structed from the position of the PC hits and EMCal clusters as-
sociated with the tracks in the event. This gave an event vertex
resolution in the longitudinal direction of 1 cm. Track momenta
are measured with a resolution δp/p ≈ 0.7% ⊕ 1.0%p[GeV/c] in
minimum bias Au + Au nuclear collisions [36]. Only a negligible
reduction in the resolution is expected in this analysis because of
the different vertex resolution.

The following global cuts were applied to enhance the sample
of genuine γ -induced events:

(1) A standard offline vertex cut |vtxz| < 30 cm was required to
select collisions well centered in the fiducial area of the central
detectors and to avoid tracks close to the magnet poles.

(2) Only events with two charged particles were analyzed. This is
a restrictive criterion imposed to cleanly select “exclusive” pro-
cesses characterised by only two isolated particles (electrons)
in the final state. It allows to suppress the contamination of
non-UPC (mainly beam–gas and peripheral nuclear) reactions
that fired the UPC trigger, whereas the signal loss is small (less
than 5%).

Unlike the J/ψ → e+e− analyses in nuclear Au + Au reactions
[36,37] which have to deal with large particle multiplicities, we
did not need to apply very strict electron identification cuts in the
clean UPC environment. Instead, the following RICH- and EMCal-
based offline cuts were used:

(1) RICH multiplicity n0 !2 selects e± which fire 2 or more tubes
around the track within the nominal ring radius.

(2) Candidate tracks with an associated EMCal cluster with dead
or noisy towers within a 2 × 2 tile are excluded.

(3) At least one of the tracks in the pair is required to pass an
EMCal cluster energy cut (E1 > 1 GeV ∥ E2 > 1 GeV) to select
candidate e± in the plateau region above the turn-on curve of
the ERT trigger (which has a 0.8 GeV threshold).

Beyond those global or single-track cuts, an additional “coherent”
identification cut was applied by selecting only those e+e− candi-
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Probing small x parton densities in ultraperipheral AA and
pA collisions at the LHC

Mark Strikman∗

Pennsylvania State University, University Park, PA 16802, USA

Ramona Vogt†
Department of Physics, University of California, Davis, CA 95616, USA

and Nuclear Science Division LBNL, Berkeley, CA 94720, USA

Sebastian White‡
Department of Physics, Brookhaven National Laboratory, Upton, NY 11973, USA

(Dated: January 6, 2014)

We calculate production rates for several hard processes in ultraperipheral proton-nucleus and nucleus-
nucleus collisions at the LHC. The resulting high rates demonstrate that some key directions in small x research
proposed for HERA will be accessible at the LHC through these ultraperipheral processes. Indeed, these mea-
surements can extend the HERA x range by roughly a factor of 10 for similar virtualities. Nonlinear effects on
the parton densities will thus be significantly more important in these collisions than at HERA.

PACS numbers:

Studies of small x deep inelastic scattering at HERA
substantially improved our understanding of strong in-
teractions at high energies. Among the key findings of
HERA were the direct observation of the rapid growth
of the small x structure functions over a wide range
of virtualities, Q2, and the observation of a significant
probability for hard diffraction consistent with approx-
imate scaling and a logarithmic Q2 dependence (“lead-
ing twist” dominance). HERA also established a new
class of hard exclusive processes – high Q2 vector me-
son production – described by the QCD factorization
theorem and related to generalized parton distributions
in nucleons.

The importance of nonlinear QCD dynamics at small
x is one of the focal points of theoretical activity (see
e.g. Ref. [1]). Analyses suggest that the strength of
the interactions, especially when a hard probe directly
couples to gluons, approaches the maximum possible
strength – the black disk limit – for Q2 ≤ 4 GeV2.
These values are relatively small, with an even smaller
Q2 for coupling to quarks, Q2 ∼ 1 GeV2, making it
difficult to separate perturbative and nonperturbative
effects at small x and Q2. Possible new directions
for further experimental investigation of this regime in-
clude higher energies, nuclear beams and studies of the
longitudinal virtual photon cross section, σL. The latter
two options were discussed for HERA [2, 3]. Unfor-
tunately, it now seems that HERA will stop operating
in two years with no further measurements along these
lines except perhaps of σL. One might therefore expect
that experimental investigations in this direction would
end during the next decade.

The purpose of this letter is to demonstrate that sev-
eral of the crucial directions of HERA research can be

continued and extended by studies of ultraperipheral
heavy ion collisions (UPCs) at the LHC. UPCs are in-
teractions of two heavy nuclei (or a proton and a nu-
cleus) in which a nucleus emits a quasi-real photon
that interacts with the other nucleus (or proton). These
collisions have the distinct feature that the photon-
emitting nucleus either does not break up or only emits
a few neutrons through Coulomb excitation, leaving a
substantial rapidity gap in the same direction. These
kinematics can be readily identified by the hermetic
LHC detectors, ATLAS and CMS. In this paper we
consider the feasibility of studies in two of the direc-
tions pioneered at HERA: parton densities and hard
diffraction. The third, quarkonium production, was dis-
cussed previously [4, 5, 6]. It was shown that pA and
AA scattering can extend the energy range of HERA,
characterized by √

sγN , by about a factor of 10 and,
in particular, investigate the onset of color opacity for
quarkonium photoproduction.

p
   

T

A

A

x

x1

2

p
   
T

−

FIG. 1: Diagram of dijet production by photon-gluon fusion
where the photon carries momentum fraction x1 while the
gluon carries momentum fraction x2.Photonuclear processes provide similar capabilities to ep/eA machines!

“exclusive”/elastic 
vector meson production: 
nuclear geometry 
nuclear PDFs/GPDs 
parton saturation?

inelastic hadron and 
jet production: 
nuclear PDFs 
parton saturation?
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Electron-ion collider (BNL & JLab)

Partonic and spatial structure of nucleons & nuclei: 
Wγp ~ 140 GeV

Mark Strikman - thurs parallel



• The EIC is going to be the next major generational machine for the NP 
community 
• Detailed studies of PDFs and nPDFs

• Spatial imaging of nucleons and nuclei

• Search for new QCD physics at low x

• Photon-initiated BSM physics (e.g. weak mixing angle, e→𝛕)


• UPCs offer well-understood beams of nearly-real photons that provide 
access to pertinent QCD physics 
• nPDFs, spatial imaging, saturation


• They also provide opportunities to HEP that (so far) are unique, even at 
the LHC 
• BSM physics with dileptons or diphotons


• They even offer one of the “smallest” collective systems that can inform 
our understanding of the QGP 

• Our collider detectors at the LHC are excellent for this task 
• Large acceptance (ATLAS/CMS |η|<2.4, ALICE |η|<0.8 and η=-2.5-4,  

LHCb η=2-4.5) and flexible detectors with powerful triggering (or no need…)

The UPC opportunity

8



exclusive dileptons  
(“γγ luminosity”)
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2 photon flux, 2 approaches

d2N
dk1dk2

= ∫b1>R1

d2b1 ∫b2>R2

d2b2 n(k1, b1)n(k2, b2) Pfn(b) (1 − PH(b))

point like charge with radial cutof

forward neutron 
topology 

(no) hadronic 
interaction: 

Glauber calculation
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STARlight:

SciPost Phys. 11, 064 (2021)

in these predictions, and is the data/theory comparison consistent within these? We will in
particular consider in detail the naively most obvious source of theoretical uncertainty, due
to the modelling of the survival factor. We find that reasonable model variations within the
approach of SuperChic (based on the formalism described in e.g. [33]) only affect the pre-
dictions at the Æ 1% level, and similarly for uncertainties in the underlying hadron EM form
factors. Hence we expect the theoretical uncertainty due to the survival factor to be small, and
this cannot account for the apparent discrepancy between data and theory.

One may nonetheless question the model dependence of such a statement. To clarify this
further we in addition consider very extreme variations in the evaluation of the survival factor.
We will show in particular that it is only by including a survival probability that corresponds to
the case of inelastic hadron–hadron interactions occurring with unit probability out to impact
parameters bi? ⇠ 3RA that the ATLAS data begins to be matched by the predictions. For PbPb
collisions in particular, this separation is beyond the reach of QCD. This underlines the basic,
rather model independent, point that a significant fraction of elastic PI scattering occurs for
hadron–hadron impact parameters that are simply outside the range of QCD interactions, and
hence this sets a lower bound on the survival factor in any physically reasonable approach.
Given this, we will also briefly review other potential sources of uncertainty, due to higher
order QED effects in PbPb case, and final–state photon emission in both the pp and PbPb
cases.

The outline of this paper is as follows. In Section 2.1 we present a brief recap of the
theoretical framework used to calculate PI production at the LHC. In Section 2.2 we discuss
how the bi? > RA cut can be implemented within our calculation. In Section 3 we present
results for the impact of this on ATLAS pp and PbPb data. In Section 4 we discuss the theoretical
uncertainties on these predictions, focussing on the survival factor. Finally, in Section 5 we
conclude.

2 Theory

2.1 Elastic photon–initiated production in hadron collisions: recap

The basic formalism follows that described in for example [26]. That is, the elastic photon–
initiated cross section in N1N2 collisions is given in terms of the equivalent photon approxima-
tion (EPA) [34] by

�N1N2!N1X N2
=
Z

dx1dx2 n(x1)n(x2)�̂��!X , (1)

where Ni denotes the parent particle, and the photon flux is
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charge distributions using known form factors

SuperChic:

SciPost Phys. 11, 064 (2021) 

Comput.Phys.Commun.  
212 (2017) 258-268

σX = ∫
d2N

dk1dk2
̂σ(k1, k2, . . . )dk1dk2

for dileptons we use well-known 
Breit-Wheeler cross section formula 
(Brodsky et al, 1971)

. ZR

Z



11
highest mass dimuon event in 2015 dataset - mµµ = 173 GeV

an exclusive dimuon event



12

an exclusive dielectron event



Exclusive dilepton processes & dissociation

(a)

k1

k2

Pb

Pb

Pb

µ+

µ�

Pb

(b)

k1

k2

Pb

Pb

Pb

µ+

�

µ�

Pb

(c)

k1

k2

p (in Pb)

Pb

Pb? +X

µ+

µ�

Pb

Figure 1: Diagrams for the (a) leading-order PbPb(��) ! µ+µ�(PbPb) and (b) next-to-leading-order PbPb(��) !
µ+µ� + �(PbPb) (middle) Breit–Wheeler process in Pb+Pb collisions, and (c) the dissociative PbPb(��?) !
µ+µ� + X(Pb?Pb) process where one photon is emitted from the substructure of one of the nucleons, leading to
nucleon fragmentation in the far-forward direction.

example of which is shown in Figure 1(b), where the muons are accompanied by additional resolved soft
photons in the final state. Dissociative processes, where one photon is emitted by charged constituents of
a nucleon, as shown in Figure 1(c), are also neglected by most models, in part due to the fact that these
processes are not coherently enhanced.

The study of exclusive dimuon cross sections, conditional on observations of forward neutron production
in the direction of one or both incoming nuclei, provides an additional experimental handle on the impact
parameter range sampled in the observed events [12, 18–20]. In any particular collision, soft photons
emitted by one lead nucleus (Pb) can excite the other (Pb?), typically through the giant dipole resonance
(GDR) [21], and induce the emission of one or more neutrons, each of which carry, on average, the full
per-nucleon beam energy. Since the probability of these excitations, as well as the overall hardness of the
photon spectrum, is correlated with the nucleus–nucleus impact parameter b [12], events with neutron
excitation are typically correlated with harder photon collisions. In STARlight, dilepton cross sections
associated with forward neutron production are calculated by convolving di�erential cross sections for
low-energy photonuclear neutron production with the expected photon fluxes, thus in principle providing
an essentially parameter-free prediction. Of course, the contribution from nucleonic dissociative processes
must be subtracted before comparisons with data.

Exclusive dimuon cross sections are usually presented as a function of the following quantities of the
dimuon final state:

• The dimuon invariant mass mµµ, which is equivalent to W , the center-of-mass energy of the colliding
�� system.

• The dimuon pair rapidity yµµ, which is the rapidity of the four-vector sum of the two muons.
Conservation of longitudinal momentum implies that yµµ is equal to the rapidity of the �� system.

• The cosine of the dimuon scattering angle #? in the �� center-of-mass frame, | cos #?µµ |. This is
calculated from the rapidities of the two muons, y+ and y�, as tanh [(y+ � y�)/2].

• The acoplanarity ↵ = 1 � |��µµ |/⇡ which reflects, in part, the initial dimuon pT,µµ.

While these are all final-state observables, the fact that the final state consists of only the two muons allows
the initial photon energies (k1 and k2) to be determined from the final-state muons. This is described in

4

 is the primary signal Breit-Wheeler processPbPb(γγ) → μ+μ−(Pb(⋆)Pb(⋆))

 is a radiative process (still signal!) PbPb(γγ) → μ+μ−γ(Pb(⋆)Pb(⋆))

 is dissociative background processPb + N/Pb(γγ) → μ+μ−X(Pb⋆Pb(⋆))

13



How exclusive is “exclusive”?
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562 A. VEY,~IERE e t  al. 

For the detection o f  structure in the low-energy part of  the giant resonance o f  
2°sPb, the F W H M  of  the incident "quasi-monochromatic photon beam" was de- 
termined to be AE = 140 keV around E = l0 MeV; in this particular case, covering 
the energy region 7 MeV < E < 11 MeV, energy intervals of  135 keV were used. 
For E > 11 MeV the experimental photon resolution decreased regularly as E 
increased and attained approximately AE = 400 keV for E = 25 MeV. 
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Fig. 1. Partial photoneutron cross sections ~7, "' cry, =o, ey, a., and (~y. 4° o f  = °Spb. We also show the 
descending part o f  the unique Lorentz l ine giving the best fit to the experimental (~y.T(E) curve. 
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Fig. 2. Partial  photoneut ron  cross sections (~:,,., cry, =. and ~7, 3° o f  19~Au. We also show the descend- 

ing part o f  the unique Lorentz line corresponding to  parameters tpven in table 3. 

𝜸

“Giant dipole resonance”: 
all protons vibrating  
against all neutrons

→ knocks out 1-4n

which we can “count” in 
our zero degree calorimeters!
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UPC selection
MB selection

Exclusive processes can still 
excite the nuclei, via secondary  
photon exchange, depending  
on impact parameter
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PHOTONEUTRON CROSS SECTIONS OF 2°gPb AND l~Au 
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Centre d'Etudes Nucl~aires de Saclay, France 

Received 8 July 1970 

Abstract: Partial photoneutron cross sections a.r. °, try. 2., try.3, and try,.4, of 2°SPb and t97Au were 
measured using a monochromatic photon beam and a neutron detecting system capable of 
analysing directly and simultaneously interactions of the type (3', xn)  in the photon energy range 
6 MeV _~ E ~ 35 MeV. Nuclear information extracted from these data includes threshold 
values, integrated cross sections and giant dipole resonance parameters obtained by means of 
Lorentz line fitting. A tentative analysis of the structure observed on the rising shoulder of the 
giant resonance of 2°spb is presented. The level density parameters a as well as the non-statis- 
tical neutron contributions obtained from a study of the competition between the (3', n) and 
0' ,  2n) decay modes, are also given. 

E I NUCLEAR REACTIONS t97Au, z°SPb(3', n), (3', 2n), (3', 3n), (y, 4n), E = 6--35 MeV; 
measured o(E); deduced integrated a. 19~Au, 2°SPb deduced giant resonance parameters. I 

1. Apparatus and experimental procedure 

Results presented in this paper have been obtained from experiments performed 
with the photon-monochromator developed by Tzara and his collaborators at the 45 
MeV linear accelerator at Saclay 1). 

A detailed description of the measurements of the photon energy resolution AE/E 
and of the number of "quasi-monochromatic" photons traversing the photonuclear 
target has been given elsewhere 2,3). A summary of the general technique is given 
here. Positons are created in a gold target then deflected and energy analyzed by 
means of a set of three magnets and a slit of variable width. On passing through an 
annihilation target of lithium metal of variable thickness some of the positons are 
annihilated-in-flight thus creating a"quasi-monochromatic" photon beam of energyE. 
The remainder are swept out of the photon beam and captured in a Faraday cup 2-4). 
As demonstrated by a series of recent experiments using the 2SSi(v, po)27Al in- 
teraction 2), this apparatus can produce a photon beam having FWHM values AE 
within the following limits: 

[(0005E)2+( r)2]½ =< AE =< [(O 02E)2 r)2]~', 
where (0.02E) 2 and (0.005E) 2 are terms given by the particular energy resolution 
of the electromagnetic deflection system for a given slit value and AEr is the energy 
loss of positons in the chosen Li target. 
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ZDCs can easily distinguish 0n from  
1n, 2n or more neutrons


Typically make a selection at ~0.4 of 
the neutron energy to divide no 
activity (0n) from 1 or more (Xn)

We can then classify events by their 
neutron topology:


• 0n0n - no neutrons on either side

• Xn0n/0nXn - neutrons on one side

• XnXn - neutrons on both sides
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ZDC fragmentation in STARlight
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Selecting ZDC topologies selects impact parameter ranges!  
(exploited by several of the results I will show soon!)

Spencer Klein & PAS, Ann Rev Nucl Part Sci Vol. 70:323-354 
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Dissociative contributions from ℓℓ acoplanarity

17

0n0n signal distributions beautifully described after including QED showering! 

Xn0n and XnXn require contribution from dissociative processes

pTe > 2.5 GeV, |ηe|<2.47,pTee < 2 GeV

JHEP 06 (2023) 182
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Figure 3: Acoplanarity distribution in the data sample (markers) of WW ! 4
+
4
� candidates selected with 10 < <44 <

20 GeV and |H44 | < 0.8 requirements. The sample is split into 0n0n (top left), Xn0n (top right), XnXn (bottom left)
and inclusive (bottom right) categories. The fitted dissociative background in each category is shown with the green
dashed line, while the prediction for the signal process is shown by the red line. The sum of the two components is
shown with the solid blue line. The resulting estimate of the background fraction in the data, 5bkg, is given in the
legend. The shaded area represents the total uncertainty of the sum of signal and background components.

ratio in the | cos \⇤ | distribution drops slowly from 1.2 for | cos \⇤ | = 0 to unity at | cos \⇤ | = 0.75, and
then falls more steeply, to 0.5 for the largest values of | cos \⇤ |. In the U distribution, a di�erence in the
overall shape is observed in the full range. This can be explained by a sensitivity of the results to the
?T spectrum assumed by S��������, since this spectrum determines the width of the U distribution. In
general, all these discrepancies tend to be consistent with the observations made in the ATLAS WW ! `

+
`
�

measurement [16], where the S�������� predictions were found to underestimate the measured integrated
fiducial cross-sections by about 10%.

10

mostly “back to back”, so ~ 0α = 1 −
Δϕ
π



ee: rapidity and <pTe>

18

Both ee and µµ observe steady rise with |yee|, relative to STARlight  


STARlight tends to underpredict data while, SuperChic has the correct 
spectral shape, but overpredicts data.

pTe > 2.5 GeV, |ηe|<2.47, mee > 5 GeV, pTee < 2 GeV

more than two photons in the initial state) are relevant and would tend to reduce the predicted cross-sections
by the observed discrepancies [46].
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Figure 6: Fully corrected di�erential cross-sections measured inclusively in ZDC categories for exclusive dielectron
production, WW ! 4

+
4
�, as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for data (dots) and MC predictions from

S�������� (solid blue) and S����C��� (dashed red). Bottom panels present the ratios of data to MC predictions.
The shaded area represents the total uncertainty of the data, excluding the 2% luminosity uncertainty.

The di�erential cross-sections as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for the 0n0n category
are presented in Figure 7. They are compared with the MC predictions from S�������� v3.13 and
S����C��� v3.05. Both simulated samples were produced inclusively and reweighted to the 0n0n category
using the measured fractions in the inclusive data sample. Each theory prediction is represented by two
curves reflecting the systematic variations of the measured 0n0n fractions. S�������� can also generate a
prediction conditional on the presence of neutron emission in one or both directions. These dedicated
predictions from S�������� for the 0n0n category are shown in the same plots. That prediction agrees well
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more than two photons in the initial state) are relevant and would tend to reduce the predicted cross-sections
by the observed discrepancies [46].
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Figure 6: Fully corrected di�erential cross-sections measured inclusively in ZDC categories for exclusive dielectron
production, WW ! 4

+
4
�, as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for data (dots) and MC predictions from

S�������� (solid blue) and S����C��� (dashed red). Bottom panels present the ratios of data to MC predictions.
The shaded area represents the total uncertainty of the data, excluding the 2% luminosity uncertainty.

The di�erential cross-sections as a function of <44, h?4Ti, |H44 | and | cos \⇤ | for the 0n0n category
are presented in Figure 7. They are compared with the MC predictions from S�������� v3.13 and
S����C��� v3.05. Both simulated samples were produced inclusively and reweighted to the 0n0n category
using the measured fractions in the inclusive data sample. Each theory prediction is represented by two
curves reflecting the systematic variations of the measured 0n0n fractions. S�������� can also generate a
prediction conditional on the presence of neutron emission in one or both directions. These dedicated
predictions from S�������� for the 0n0n category are shown in the same plots. That prediction agrees well
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Impact of ZDC selections

ZDC selections test the impact parameter dependence of the photon fluxes. 

ATLAS sees expected modifications on longitudinal distributions: mµµ and yµµ: 
selecting one or both ZDCs to fire makes the mass distribution harder


CMS sees clear transverse broadening in acoplanarity and increased mean mµµ   
as event selections require more neutrons in the ZDCs

19

pTµ > 4 GeV, |ηµ|<2.4, mµµ > 10 GeV, pTµµ < 2 GeV ATLAS: Phys. Rev. C 104, 024906 (2021)

CMS: PRL 127, 122001 (2021)

This is consistent with the expectation of larger contribu-
tions of higher-order γγ processes in UPC events that have
smaller b and produce more neutrons in the forward region.
To investigate a possible b dependence of the initial

photon pT , the core contribution to the α distribution
is decoupled from the tail contribution using a two-
component empirical fit function (where ci and ti are
the fit parameters), as shown in Fig. 1,

core∶ c1e−α=c2þc3α0.25 ;

tail∶ t1½1þ ðt2=t3Þα%−t3 ; ð1Þ

except for the case of 1n1n, where a simple exponential
function is used for the tail component, given the limited
number of events. The core component is largely modeled
by an exponential function with a correction term (c3) to
account for the small depletion in the very small α (e.g.,
< 5 × 10−4) region, which tends to become more evident as
the neutron multiplicity increases. This core functional form
is validated by the STARLIGHT event generator and leading-
order QED calculations, resulting in a < 0.3% discrepancy
on the average acoplanarity from the fit and theoretical
predictions. A binned χ2 goodness-of-fit minimization is
performed using the integral of the function across each bin
to account for the finite binning effect of the histogram. The
average acoplanarity of μþμ− pairs from the core component
(hαcorei) is then calculated using the fit function.
The measured α distribution and hαcorei of μþμ− pairs

have several sources of systematic uncertainty arising from
the contamination of hadronic collisions, EMD pileup
correction, neutron multiplicity classification, and fit pro-
cedure. The uncertainty of the hadronic contamination is
estimated by removing the requirement that selected events
only contain two muons and is found to be < 1.1%.
To estimate the systematic uncertainty associated with
the HF noise threshold, the threshold to define the hadronic
contamination is tightened to 5 GeV for both UPCs and
zero-bias triggered events. The difference from the nominal
result is quoted as the systematic uncertainty and contrib-
utes < 2.7%. The uncertainty arising from impure 1n class
selection (< 0.7%) is estimated by subtracting the contri-
butions of 2n events selected with tight energy require-
ments, according to the 2n contamination probability. The
systematic uncertainty associated with contamination of
photoproduced ϒ mesons (∼0.6%) is estimated by com-
paring α distributions from STARLIGHT between pure
γγ → μþμ− and γγ → μþμ− mixed with photoproduced
coherent ϒð1SÞ, with the relative yield ratio of ϒð1SÞ over
γγ → μþμ− estimated by fitting the invariant mass distri-
bution. The systematic uncertainty in hαcorei associated
with the binned χ2 fit procedure is estimated by varying the
bin width of α distributions and is found to be less than 4%.
The total systematic uncertainties are derived from a
quadratic sum of all systematic sources and are found
to be at most 5.1% in hαcorei. To measure hmμμi, a

second-order polynomial function is fit to the mass spec-
trum (available in the Supplemental Material [41]), to
interpolate the contribution of γγ scattering to dimuon pair
production over the ϒ mass region. The systematic uncer-
tainty related to this procedure is estimated by comparing
the nominal result to the one obtained by a third-order
polynomial function fit. Together with the aforementioned
systematic sources, the total systematic uncertainty in
hmμμi is below 1.8%, across all neutron multiplicity classes.
The neutron multiplicity dependence of hαcorei for μþμ−

pairs in ultraperipheral Pb-Pb collisions at
ffiffiffiffiffiffiffiffi
sNN

p ¼
5.02 TeV is shown in Fig. 2 (upper), in the mass region
8 < mμμ < 60 GeV. A strong neutron multiplicity depend-
ence of hαcorei is clearly observed, while the hαcorei
predicted by STARLIGHT is almost constant at a value of
about 1.35 × 10−3, shown as the dot-dashed line in Fig. 2
(upper). The hαcorei for inclusive UPCs is measured to
be ½1227' 7ðstatÞ ' 8ðsystÞ% × 10−6, about 10% lower
than the STARLIGHT prediction. In general, the hαcorei in
data becomes larger as the emitted neutron multiplicity
increases. A fit to the dependence of hαcorei on the neutron
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FIG. 2. Neutron multiplicity dependence of (upper) hαcorei and
(lower) hmμμi of μþμ− pairs in ultraperipheral Pb-Pb collisions atffiffiffiffiffiffiffiffi
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p ¼ 5.02 TeV. The vertical lines on data points depict the
statistical uncertainties, while the systematic uncertainties of the
data are shown as shaded areas. The dot-dashed line shows
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leading-order QED calculation of Ref. [48].

PHYSICAL REVIEW LETTERS 127, 122001 (2021)

122001-4

0 0.5 1 1.5 2
|
µµ

y|

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

-15.02 TeV 0.48 nb
)

(*)
Pb

(*)
(Pb-µ

+
µ →) γγPbPb(

 < 20 GeVµµm10 < 
Xn0n XnXn
Data (raw) Data (raw)
Data (corr.) Data (corr.)
STARlight STARlight

ATLAS

0 0.5 1 1.5 2
|
µµ

y|

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

 < 40 GeVµµm20 < 

0 0.5 1 1.5 2
|
µµ

y|

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

 < 80 GeVµµm40 < 

10 20 30 40 50 60
 [GeV]µµm

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

| < 0.8
µµ

y|

10 20 30 40 50 60
 [GeV]µµm

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

| < 1.6
µµ

y0.8 < |

10 20 30 40 50 60
 [GeV]µµm

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

| < 2.4
µµ

y1.6 < |

0 0.5 1 1.5 2
|
µµ

y|

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

-15.02 TeV 0.48 nb
)

(*)
Pb

(*)
(Pb-µ

+
µ →) γγPbPb(

 < 20 GeVµµm10 < 
Xn0n XnXn
Data (raw) Data (raw)
Data (corr.) Data (corr.)
STARlight STARlight

ATLAS

0 0.5 1 1.5 2
|
µµ

y|

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

 < 40 GeVµµm20 < 

0 0.5 1 1.5 2
|
µµ

y|

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

 < 80 GeVµµm40 < 

10 20 30 40 50 60
 [GeV]µµm

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

| < 0.8
µµ

y|

10 20 30 40 50 60
 [GeV]µµm

0

0.2

0.4

0.6
Xn

Xn
f, 

Xn
0n

f

| < 1.6
µµ

y0.8 < |

10 20 30 40 50 60
 [GeV]µµm

0

0.2

0.4

0.6

Xn
Xn

f, 
Xn

0n
f

| < 2.4
µµ

y1.6 < |

|yµµ|



STAR: polarization in UPC e+e-
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The Breit-Wheeler process which produces matter and antimatter from photon collisions is exper-
imentally investigated through the observation of 6085 exclusive electron-positron pairs in ultraperipheral
Auþ Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. The measurements reveal a large fourth-order angular
modulation of cos 4Δϕ ¼ ð16.8$ 2.5Þ% and smooth invariant mass distribution absent of vector mesons
(ϕ, ω, and ρ) at the experimental limit of ≤ 0.2% of the observed yields. The differential cross section as a
function of eþe− pair transverse momentum P⊥ peaks at low value with

ffiffiffiffiffiffiffiffiffiffi
hP2

⊥i
p

¼ 38.1$ 0.9 MeV and
displays a significant centrality dependence. These features are consistent with QED calculations for
the collision of linearly polarized photons quantized from the extremely strong electromagnetic fields
generated by the highly charged Au nuclei at ultrarelativistic speed. The experimental results have
implications for vacuum birefringence and for mapping the magnetic field which is important for emergent
QCD phenomena.

DOI: 10.1103/PhysRevLett.127.052302

When an electron at rest annihilates with its antimatter
counterpart, a positron [1], the process results in the isotropic
and monochromatic emission of two photons [2,3]. In 1934,
Breit and Wheeler studied the theory of the reverse process
of “collision of two light quanta” [4] to create electron-
positron pairs. The original Breit-Wheeler study [4] realized
the near impossibility of achieving γ-ray collisions in
existing Earth-based experiments and proposed an alterna-
tive approach with photon collisions originating from highly
charged nuclei passing each other at ultrarelativistic speeds.
Breit and Wheeler derived the cross section for photon-
photon fusion (σγγ) into eþe− pairs, and used the work from
Williams andWeizsäcker [5,6] demonstrating that a Lorentz-
boosted Coulomb field in a certain kinematic phase space,
propagated as a nearly transverse electromagnetic wave, can
be quantized into a flux of real photons in the so-called
equivalent photon approximation (EPA) to establish a viable
source of photons.
Since photons are spin 1 particles, in general, their helicity

(Jz) may take values −1, 0, or þ1. While real photons are
massless and do not allow the Jz ¼ 0 state, short-lived
virtual photons may carry a virtual mass (virtuality) with a
possible Jz ¼ 0 state in their role as an intermediate
propagator of the electromagnetic force. The consequences
for the produced eþe− in a collision of two real photons are a
dramatic suppression of the production of vector mesons
(spin 1 particles) and a preferential alignment of the e$

momentum along the photon propagation axis (i.e., an
anisotropic distribution in the polar angle θ).
Another consequence of the quantum nature of the real

photon intrinsic spin and wave function is that the parallel
and perpendicular relative polarization angles in photon-
photon collisions result in distinct differential cross sec-
tions (Eq. 5.12 in Ref. [7] and Eq. 15 in Ref. [8]). It was
only recently realized that these effects could be accessed

experimentally in ultrarelativistic heavy-ion collisions [9]
since the transverse momentum of the pair is correlated
with the polarization of the photons. For linearly polarized
photons, the distinct differential cross sections lead to a
cos 4Δϕ angular distribution (see Fig. 1), where Δϕ is the
azimuthal angle in the laboratory frame between the
momentum of the eþe− pair and one of the daughters
(e$) [9]. Fundamentally, the angular modulations, both in θ
and ϕ, come about because the total spin of the J ¼ 2
composite state must be encoded into the orbital angular
momentum of the daughter particles.
In quantum electrodynamics (QED), different processes

of creating an eþe− pair from the collision of two photons
are defined depending on the virtuality of the photons and
on whether the consideration of higher-order processes is
necessary. There are three possible interactions: the colli-
sions of two virtual photons (as calculated by Landau and

Breit-Wheeler Process

Optical Theorem

Light-by-Light Scattering

FIG. 1. A Feynman diagram for the exclusive Breit-Wheeler
process and the related light-by-light scattering process illustrat-
ing the unique angular distribution predicted for each process due
to the initial photon polarization.
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where C is a constant and A2Δϕ (A4Δϕ) is the magnitude of a
cos 2Δϕ (cos 4Δϕ) modulation. The observed magnitude
of the cos 2Δϕ and cos 4Δϕ modulations are reported in
Table I. These data were not unfolded to remove momen-
tum resolution effects, which contribute a þ1.5% and
þ3.5% correction for UPCs and 60%–80% central colli-
sions, respectively [40]. The data presented in Figs. 3 and 4
are plotted with statistical (vertical bars) and systematic
(boxes) uncertainties [40].
The measured fiducial cross section is compared with

two calculations that incorporate mutual Coulomb excita-
tion, nuclear dissociation, and the production of eþe− pairs
according to the Breit-Wheeler photon-photon fusion cross
section. The QED theory is a numerical calculation of the

differential cross sections at the lowest-order QED as
illustrated in Fig. 1. The prescription in Ref. [13] was
followed in a new implementation in Ref. [48]. The
STARLight model [43] implements a conventional EPA,
factorizes photon flux into energy and transverse momen-
tum spectra independently, and excludes the photon flux
inside nuclei. The consequential features are a lower cross
section due to the exclusion as shown in Fig. 3(a), a softer
P⊥ distribution independent of impact parameter as shown
in Fig. 3(c), and the absence of any azimuthal anisotropy.
We list the predicted total cross section within the STAR
acceptance from these calculations (Table I). A third model
calculation using generalized EPA (GEPA) is also pre-
sented. It performs a multidimensional integration of the
form factors and the Breit-Wheeler cross section over the
specific impact parameter [48]. The total measured cross
section agrees with all three calculations at the "1σ level.
The distributions presented in Figs. 3 and 4 are all, within
uncertainties, consistent with the expectation from the
Breit-Wheeler process alone. We observe a significant
(4.8σ) increase in the

ffiffiffiffiffiffiffiffiffiffi
hP2

⊥i
p

in 60%–80% central colli-
sions compared to the same quantity in UPCs. For the
60%–80% central data, the large uncertainties allow room
for some additional broadening of the P⊥ distribution.
A best fit value is found using the Breit-Wheeler distribu-
tion convoluted with a Gaussian having a width of σ ¼
14" 4ðstatÞ " 4ðsystÞ MeV (χ2=ndf ¼ 3.4=6). These data
demonstrate that the energy spectrum of the colliding
photons depends on the nucleus-nucleus impact parameter
and, therefore, on the spatial distribution of the electro-
magnetic fields. Both spectra are well described (total
production rate and differential shape) by the QED calcu-
lations which include this dependence [47,48] and invali-
date several existing models [8,9,43,48] that neglect it.
These observed features of the Breit-Wheeler process
provide experimental confirmation of fundamental QED
predictions.
In UPCs, the cos 4Δϕ modulation is observed with an

amplitude of ð16.8" 2.5Þ%. The data are in good agree-
ment with numerical lowest-order QED calculations which
predict an amplitude of 16.5%. The data are also compared
to predictions from the STARLight [43] and SUPERCHIC [8]
models. STARLight, which includes the single-photon
kinematics for the process but does not employ any
polarization-dependent effects, predicts an isotropic distri-
bution. SUPERCHIC is a model similar to STARLight,
but with the photon helicity dependence determined
by the orientation of the electromagnetic fields in the
transverse plane.
When the collisions are defined as a flux of photons from

the projectile nucleus traversing a circular magnetic field
generated by the target nucleus [49–52], the observation of
a separation in the differential angular distribution of the
produced particles relative to the initial photon polarization
and magnetic field angle is closely related to the

TABLE I. Top row: cross section within the fiducial STAR
acceptance [40] for γγ → eþe− compared with theory calcula-
tions [43,47,48] (SL stands for STARLight, SC for SUPERCHIC).
The quoted uncertainties on the measured cross section are for
statistical, systematic, and the overall scale uncertainty, respec-
tively. Lower rows: Δϕ and

ffiffiffiffiffiffiffiffiffiffi
hP2

⊥i
p

from UPCs and 60%–80%
central collisions (peripheral) with the corresponding theory
calculations [8,43,47,48] where applicable. The fits to the data
with Eq. (1) result in χ2=ndf of 19=16 and 10=17 for UPC and
60%–80% centrality, respectively. The quoted uncertainties are
statistical and systematic uncertainties added in quadrature.

Quantity Measured SL GEPA QED

σðμbÞ 261" 4" 13" 34 220 260 260

Ultraperipheral Peripheral

Measured QED SC SL Measured QED

jA4Δϕj (%) 16.8" 2.5 16.5 19 0 27" 6 34.5
jA2Δϕj (%) 2.0" 2.4 0 5 5 6" 6 0ffiffiffiffiffiffiffiffiffiffi

hP2
⊥i

p
(MeV) 38.1" 0.9 37.6 35.4 35.9 50.9" 2.5 48.5
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Collisions of linearly polarized photons

Prediction of cos 4Â„ modulation for ““ æ e+e≠ process in case of linear polarization of the
colliding photons, where Â„ is the azimuthal angle between the vectors (pe

+

T +p
e
≠
T ) and p

e
+

T
(Li et al., PLB 795, 576 (2019))

Results of the fit of the function f(Â„) = C(1 +A2Â„ cos 2Â„+A4Â„ cos 4Â„):
�
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± ±

Di↵erential Quantities
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STAR demonstrated impact of linear polarization of initial photons, 
as a correlation between the momentum sum and difference vectors! 

A new tool in UPC physics.

the unmeasured (anti-)neutrino), originate from the same primordial process (e.g. diffractive

photoproduction of a ⇢0 or direct ⇡+⇡� pair) that we study. However, they are undesirable for

the measurement in question since the decay randomizes the angle and momentum of the mea-

sured final-state charged track. The use of precise particle time-of-flight (TOF) measurement

(see Materials and Methods) helps reject pairs in which one (or both) of the charged pions de-

cay, especially for pairs where either daughter track has low transverse momentum (pT < 300

MeV). The lower invariant mass threshold (M⇡⇡ > 0.65 GeV) is useful for further reducing

the contamination from such events since pairs with a daughter ⇡± that decays to a µ± and an

(anti-)neutrino are generally reconstructed with an invariant mass shifted to a smaller value (14).

Data Analysis

An angular distribution, sensitive to photon polarization interference effects, is constructed from

selected ⇡+⇡� pairs using the � observable (37), defined as:

cos� = ( ~pT1 + ~pT2) · ( ~pT1 � ~pT2)/(| ~pT1 + ~pT2|⇥ | ~pT1 � ~pT2|) (1)

where ~pT1 and ~pT2 are the 2D momentum vectors of the daughter pions in the plane transverse

to the beam direction. At the relevant kinematics to this study with | ~pT1+ ~pT2| << | ~pT1� ~pT2|,

� angle from Eq. 1 is equivalent to the angle between the momentum of the parent momentum

and the momentum of one of its daughters. Therefore we use these descriptions interchangeably

throughout this Article. In order to remove any effect due to charge-dependent track reconstruc-

tion efficiency, ~pT1 and ~pT2 are randomly assigned from the daughter ⇡+ and ⇡� in each event.

This has the additional effect of naturally eliminating any odd harmonics of the distribution.

However, recent calculations have suggested that odd harmonics of the � distribution may be

sensitive to Coulomb-nuclear interference effects (57), and will therefore be pursued in detail

in future work. The transverse momentum distribution of the parent ⇢0 can be decomposed into

11



Non-exclusive µµ from γγ

µ

💥

µ

µ

The same µµ process can occur in non-UPC Pb+Pb collisions, 
albeit accompanied by hadronic backgrounds (esp. heavy flavor): 

are the outgoing muons sensitive to initial (e.g. B field) or final (QGP) effects?

k1

k2

Pb

Pb

Pb

µ+

µ−

Pb

1

Nearly perfect fluid $ Hydrodynamic evolution
The system evolves from the initial energy density distribution

according to energy and momentum conservation:

@µT
µ⌫ = 0

Tµ⌫ = (✏+ P )uµu⌫ � Pgµ⌫ + ⇡µ⌫

MUSIC B. Schenke, S. Jeon, C. Gale, Phys. Rev. C82, 014903 (2010); Phys.Rev.Lett.106, 042301 (2011)

3+1D event-by-event relativistic viscous hydrodynamic simulation

initial ideal
shear viscosity
⌘/s = 0.16

evolve to

⌧ = 6 fm/c

Björn Schenke (BNL) TRW2012 BNL 4/26

21



Non-exclusive µµ from γγ
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Figure 11: HF+DY background-subtracted U distributions for pairs satisfying the Fid-U selection and having
?̄T > 4 GeV in di�erent centrality intervals from the most central 0–5% (top left) to the UPC interval (bottom
right). For a few panels the distributions are scaled to allow a common H-axis range for the plots. The scale
factors are stated on the panels. Also shown for comparison are the generated and reconstructed distributions
obtained from the STAR����� simulation samples. The STAR����� generated and reconstructed distributions
are scaled to match the the corresponding data distributions over the U < 0.012 interval.26
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After accounting for backgrounds (heavy flavor & Drell-Yan), the opening angle 
distribution at b<R becomes progressively broader than UPC, and even “dips” at ⍺~0


 Best understood so far as a QED interference effect
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• Anomalous magnetic moment of tau leptons a𝛕=(g𝛕-2)/2 sensitive to 
physics beyond the standard model 
• Large mass of the tau increases sensitivity to new physics by (m𝛕/mµ)2 

relative to muon g-2 (e.g. at BNL & FNAL)


• Three channels available: eµ, µ+track, µ+3 tracks 
• CMS focuses on µ+3 tracks in 2015 data (404 µb-1), with no ZDC selections


fits for aτ using variation of σ(γγ→ττ) 
• ATLAS uses all 3 channels in 2018 (1.44 nb-1), requiring 0n0n and cluster 

veto to suppress dissociative and hadronic backgrounds

fits for aτ using modifications to pT(µ) distributions, using µµ to normalize photon flux

aτ from τ+τ- in Pb+Pb

24

µe µ+1 track µ+3 track

New physics and tau g � 2 using LHC heavy ion collisions

Lydia Beresford1, ⇤ and Jesse Liu1, 2, †
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2Department of Physics, University of Chicago, Chicago IL 60637, USA

The anomalous magnetic moment of the tau lepton a⌧ = (g⌧ �2)/2 strikingly evades measurement,
but is highly sensitive to new physics such as compositeness or supersymmetry. We propose using
ultraperipheral heavy ion collisions at the LHC to probe modified magnetic �a⌧ and electric dipole
moments �d⌧ . We introduce a suite of one electron/muon plus track(s) analyses, leveraging the
exceptionally clean photon fusion �� ! ⌧⌧ events to reconstruct both leptonic and hadronic tau
decays sensitive to �a⌧ , �d⌧ . Assuming 10% systematic uncertainties, the current 2 nb�1 lead–lead
dataset could already provide constraints of �0.0080 < a⌧ < 0.0046 at 68% CL. This surpasses 15
year old lepton collider precision by a factor of three while opening novel avenues to new physics.

I. INTRODUCTION

Precision measurements of electromagnetic couplings
are foundational tests of quantum electrodynamics
(QED) and powerful probes of beyond the Standard
Model (BSM) physics. The electron anomalous mag-
netic moment ae = 1

2 (ge �2) is among the most precisely
known quantities in nature [1–5]. The muon counterpart
aµ is measured to 10�7 precision [6] and reports a 3� 4�

tension from SM predictions [7, 8]. This may indicate
new physics [9–12], to be clarified at Fermilab [13] and
J–PARC [14]. Measuring a` generically tests lepton com-
positeness [15], while supersymmetry at energy scales MS

induces radiative corrections �a` ⇠ m
2
`/M

2
S for leptons

with mass m` [9]. Thus the tau ⌧ can be m
2
⌧/m

2
µ ⇠ 280

times more sensitive to BSM physics than aµ.
However, a⌧ continues to evade measurement because

the short tau proper lifetime ⇠ 10�13 s precludes use
of spin precession methods [6]. The most precise single-
experiment measurement a

exp
⌧ is from DELPHI [16, 17]

at the Large Electron Positron Collider (LEP), but is re-
markably an order of magnitude away from the theoret-
ical central value a

pred
⌧, SM predicted to 10�5 precision [18]

a
exp
⌧ = �0.018 (17), a

pred
⌧, SM = 0.001 177 21 (5). (1)

The poor constraints on a⌧ present striking room for
BSM physics, especially given other lepton sector ten-
sions [19–26], and motivate new experimental strategies.

This Letter proposes a suite of analyses to probe a⌧

using heavy ion beams at the LHC. We leverage ultrape-
ripheral collisions (UPC) where only the electromagnetic
fields surrounding lead (Pb) ions interact. Tau pairs are
produced from photon fusion PbPb ! Pb(�� ! ⌧⌧)Pb,
illustrated in Fig. 1, whose sensitivity to a⌧ was sug-
gested in 1991 [27]. We introduce the strategy crucial
for experimental realization and importantly show that
the currently recorded dataset could already surpass LEP
precision. The LHC cross-section enjoys a Z

4 enhance-
ment (Z = 82 for Pb), with over one million �� ! ⌧⌧

events produced to date. Existing proposals using lep-
ton beams require future datasets (Belle-II) or proposed
facilities (CLIC, LHeC) [28–34], while LHC studies fo-
cus on high luminosity proton beams [35–40]. No LHC
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FIG. 1. Pair production of tau leptons ⌧ from ultraperipheral
lead ion (Pb) collisions in two of the most common decay
modes: ⇡

±
⇡

0
⌫⌧ and `⌫`⌫⌧ . New physics can modify tau–

photon couplings a↵ecting the magnetic moment by �a⌧ .

analysis of �� ! ⌧⌧ exists as the taus have insu�cient
momentum for ATLAS/CMS to record or reconstruct.

Our proposal overcomes these obstructions in the clean
UPC events [41], enabling selection of individual tracks
from tau decays with no other detector activity akin to
LEP [16]. We exploit recent advances in low momentum
electron/muon identification [42–44] to suppress hadronic
backgrounds. We then present a shape analysis sensitive
to interfering SM and BSM amplitudes to enhance a⌧

constraints. Our strategy also probes tau electric dipole
moments d⌧ induced by charge–parity (CP) violating new
physics. This opens key new directions in the heavy ion
program amid reviving interest in photon collisions [45–
47] for light-by-light scattering [48–51], standard candle
processes [52–56], and BSM dynamics [57–67].

II. EFFECTIVE THEORY & PHOTON FLUX

The anomalous ⌧ magnetic moment a⌧ = (g⌧ � 2)/2 is
defined by the spin–magnetic Hamiltonian �µ⌧ · B =
�(g⌧e/2m⌧ )S · B. In the Lagrangian formulation of
QED, electromagnetic moments arise from the spinor
tensor �

µ⌫ = i[�µ
, �

⌫ ]/2 structure of the fermion current
interacting with the photon field strength Fµ⌫

L = 1
2 ⌧̄L�

µ⌫
⇣
a⌧

e
2m⌧

� id⌧�5

⌘
⌧RFµ⌫ . (2)
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• Observed 95% CL limits from aτ ∈ (−0.057, 0.024) 
• Limits similar to that extracted from DELPHI in 2004 

• Expecting substantial improvements from Run 3 & 4 data!
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two implementations is found to be negligible, and no
further systematic uncertainty is assigned.
The uncertainty in the integrated luminosity is

1.9%, obtained with the LUCID-2 detector [82] using
methods similar to Ref. [83] for the primary luminosity
measurements.
After applying the event selection, a total of 532, 85, and

39 data events are observed, compared with 84! 19, 9! 3,
and 2.8! 0.7 expected background events in μ1T-SR,
μ3T-SR, and μe-SR, respectively. The background-only
hypothesis is rejected with significance exceeding 5σ,
establishing the observation of the γγ → ττ process at
ATLAS. The signal significance is highest in μ1T-SR, while
μe-SR has the largest signal-to-background ratio. The prefit
signal-plus-background hypothesis predicts 543! 111,
93! 20, and 35! 8 events in μ1T-SR, μ3T-SR, and
μe-SR, respectively, which is compatible with the observed
data. The signal strength μττ, defined as the ratio of the
observed signal yield to the SM expectation assuming
the SM value for aτ, is measured using a profile-likelihood
fit [84,85] to be μττ ¼ 1.03þ0.06

−0.05ðtotÞ ¼ 1.03þ0.05
−0.05ðstatÞ

þ0.03
−0.03ðsystÞ. The fit uses the pμ

T distribution in the three
SRs and 2μ-CR with μττ being the only parameter of interest.
Approximately 80 nuisance parameters representing the

systematic uncertainties are included in the fit. Many
systematic uncertainties are correlated between the SRs
and 2μ-CR, so their impact on the measurement precision is
minimized since they are constrained by 2μ-CR. The
dominant prefit contribution is the photon-flux uncertainty,
which mainly affects the signal yield (by approximately
20%), with a significantly smaller impact on the signal
shape found upon decorrelation from the normalization
component. After the fit, the photon-flux uncertainty

becomes subdominant and luminosity uncertainty becomes
negligible relative to other sources. The leading contribu-
tions to the total systematic uncertainty are the estimation
of the muon trigger efficiency, τ-lepton decay modeling,
and track reconstruction efficiency.
To measure aτ, an alternative fit is performed where aτ is

the only free parameter using the pμ
T distribution in the

three SRs and 2μ-CR; pμ
T is chosen because of its high

sensitivity to aτ [46]. Simulated signal samples with
various aτ values are employed. In the nominal sample,
aτ is set to its SM value. Signal templates for alternative aτ
hypotheses are obtained by reweighting the nominal
sample in three dimensions, differentially in ττ invariant
mass, ττ rapidity, and rapidity difference between the
two τ leptons, according to calculations from Ref. [46].
These calculations parametrize the ττγ coupling by
F1ðq2Þγμ þ F2ðq2Þði=2mτÞσμνqν, where qν is the photon
four-momentum, σμν ¼ i½γμ; γν'=2 the spin tensor, and the
form factors satisfy F1ðq2 → 0Þ ¼ 1 and F2ðq2 → 0Þ ¼ aτ.
A similar parametrization was used in previous LEP
measurements [27,29,30], which exploits the near-zero
virtuality of initial-state photons. A total of 14 templates
for different aτ values are created to model the dependence
of the pμ

T distribution on aτ in the three SRs.
Figure 1 shows the pμ

T distributions of the four analysis
regions for the data and postfit expectation. The fit
describes the data well.
The best-fit value of aτ is aτ ¼ −0.041, with the

corresponding 68% and 95% confidence level (CL) inter-
vals being ð−0.050;−0.029Þ and ð−0.057; 0.024Þ, respec-
tively. The higher-than-expected observed yields lead to the
highly asymmetric 95% CL interval. This arises from the
nearly quadratic signal cross section dependence on aτ,
caused by the interference of the SM and BSM amplitudes
[29,30,46]. The expected 95% CL interval is −0.039 <
aτ < 0.020. The impact of systematic uncertainties on the
final results is small relative to statistical uncertainties.
Figure 2 shows the aτ measurement alongside previous
results obtained at LEP. The precision of this measurement
is similar to the most precise single-experiment measure-
ment by the DELPHI Collaboration.
In summary, τ-lepton-pair production in ultraperipheral

heavy-ion collisions, Pbþ Pb → Pbðγγ → ττÞPb, is
observed by ATLAS with a significance exceeding 5σ
in 1.44 nb−1 of

ffiffiffiffiffiffiffiffi
sNN

p ¼ 5.02 TeV data at the LHC. The
observed event yield is compatible with that expected from
the SM prediction within uncertainties. The events are
used to set constraints on the τ-lepton anomalous magnetic
moment, corresponding to −0.057 < aτ < 0.024 at
95% CL. The measurement precision is limited by stat-
istical uncertainties. This result introduces the use of
hadron-collider data to test electromagnetic properties of
the τ lepton, and the results are competitive with existing
lepton-collider constraints.

0.1− 0.05− 0 0.05 0.1
τa

OPAL 1998

L3 1998

DELPHI 2004

1T-SRµ

3T-SRµ

e-SRµ

Combined

Expected

ATLAS
-1=5.02 TeV, 1.44 nbNNsPb+Pb

Best-fit value
68% CL
95% CL

Best-fit value
68% CL
95% CL

FIG. 2. Measurements of aτ from fits to individual signal
regions (including the dimuon control region) and from the
combined fit. These are compared with existing measurements
from the OPAL [29], L3 [30], and DELPHI [27] experiments at
LEP. A point denotes the best-fit aτ value for each measurement if
available, while thick black (thin magenta) lines show 68% CL
(95% CL) intervals. The expected interval from the ATLAS
combined fit is also shown.
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Figure 12: Measurements of at (left) and dt (right) performed in this analysis, compared with
previous results from the OPAL, L3, ARGUS, Belle, CMS, and ATLAS experiments [12, 13, 15–
18]. Confidence intervals at 68 and 95% CL are shown with thick black and thin green lines,
respectively.
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parts of the Wilson coefficients Ct B and CtW divided by L2. The SM value is indicated with a
cross.

Signal yield
• Binned maximum likelihood fit on the distribution of Δ𝜙(𝜏𝜇, 𝜏3𝑝𝑟𝑜𝑛𝑔)
• Postfit 𝑁𝑠𝑖𝑔𝑛𝑎𝑙 = 77 ± 12
• Observation significance well above 5𝜎
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Figure 10: Observed and predicted Ntracks distributions for events passing the SR selection but
with the relaxed requirement Ntracks < 10 and the additional requirement mvis > 100 GeV,
combining the eµ, eth, µth, and thth final states together. The inclusive diboson background
contribution is drawn together with the tt process. The predicted distributions are adjusted
to the result of the global fit performed with the mvis distributions in the SRs, and the signal
distribution is normalized to its best fit signal strength. The inset shows the difference between
the observed events and the backgrounds, as well as the signal contribution. Systematic un-
certainties are assumed to be uncorrelated between final states to draw the uncertainty band.

contributions with respect to the thth final state.

The Ntracks distribution for events with Ntracks < 10 is shown for the combination of final states
in Fig. 10 for events with A < 0.015, as in the SR, and mvis > 100 GeV, so as to reduce the
Drell–Yan background contribution. The signal contribution is visible as an excess of events
over the inclusive background in the first bins, while the agreement between prediction and
observation in the other bins demonstrates a good control of the background modelling and
more specifically of the Ntracks corrections to the simulations and to the MFs used to predict the
background with misidentified jets.

We measure a best-fit signal strength of µ̂ = 0.75+0.21
�0.18, where the systematic uncertainty domi-

nates over the statistical uncertainty (µ̂ = 0.75+0.17
�0.14 (syst) ± 0.11 (stat)). Using only the SRs with

Ntracks = 0 and discarding the SRs with Ntracks = 1, the signal strength becomes µ̂(Ntracks =
0) = 0.69+0.23

�0.19.

10.2 Constraints on the anomalous electromagnetic moments of the t lepton

Constraints on at and dt are set independently by performing a negative log-likelihood scan
with at and dt as single parameters of interest. The SM normalization of gg ! tt is con-

CMS made a dramatic advance by looking in the full Run 2 lumi, 
using a combination of leptonic and final states, using events w/ few extra tracks
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Figure 1: Production of t lepton pairs by gg fusion. The exclusive (left), single proton dissoci-
ation or semiexclusive (middle), and double proton dissociation (right) topologies are shown.

signal events have mtt > 50 GeV. This phase space has a much lower cross section, but the in-
tegrated luminosity is higher than that of the heavy ion runs. Additionally, BSM effects are en-
hanced at high mass, such that constraints on BSM scenarios with non-SM at and dt values can
be set using both the rate of the signal and its mtt distribution. Outside of LHC experiments,
constraints on at were previously set by the DELPHI, OPAL, and L3 experiments [14–16]. The
best constraint on dt comes from the Belle experiment [17], while the ARGUS, OPAL, and L3
Collaborations also determined confidence intervals [15, 16, 18].

This note presents the first observation of the gg ! tt process in pp collision events, as well
as constraints on at and dt . It is based on pp collision data at

p
s = 13 TeV collected with

the CMS detector in 2016–2018 and corresponding to an integrated luminosity of 138 fb�1. To
select the signal, we apply so-called exclusivity criteria, which rely on the geometry of the
di-t system and on the activity in the tracker part of the detector around the di-t vertex. In
particular, selecting events with no track around the di-t vertex can reduce the backgrounds
by about three orders of magnitude for a signal efficiency around 50%. Such a strategy was
used recently by the ATLAS experiment to observe gg ! WW events in pp collisions [19],
and in earlier searches and measurements at the LHC [2, 20–23]. Four different final states are
used to extract the signal, depending on the decay of the t lepton: eµ, eth, µth, and thth,
where th denotes a t lepton decaying hadronically. Events with two reconstructed muons are
also used to derive corrections to the simulated samples. The visible mass of the t candidates,
mvis, computed as the invariant mass of the visible decay products of the t leptons, is used as
a biased estimator of mtt to extract the significance of the signal and constraints on at and dt .

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, a lead tungstate crystal magnetic calorimeter (ECAL), and a brass and scintilla-
tor hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke out-
side the solenoid. A more detailed description of the CMS detector, together with a definition
of the coordinate system used and the relevant kinematic variables, can be found in Ref. [24].

Events of interest are selected using a two-tiered trigger system. The first level (L1), composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a fixed latency of about 4 µs [25]. The second
level, known as the high-level trigger (HLT), consists of a farm of processors running a version
of the full event reconstruction software optimized for fast processing, and reduces the event
rate to around 1 kHz before data storage [26].
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1

1 Introduction
Elastic light-by-light (LbL) scattering, gg ! gg, is a pure quantum mechanical process that
proceeds, at leading order in the quantum electrodynamics (QED) coupling a, via virtual box
diagrams containing charged particles (Fig. 1, left). In the standard model (SM), the box di-
agram involves contributions from charged fermions (leptons and quarks) and the W± bo-
son. Although LbL scattering via an electron loop has been indirectly tested through the high-
precision measurements of the anomalous magnetic moment of the electron [1] and muon [2],
its direct observation in the laboratory remains elusive because of a very suppressed produc-
tion cross section proportional to a4 ⇡ 3 ⇥ 10�9. Out of the two closely-related processes—
photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [3] and photon split-
ting in a strong magnetic field (“vacuum birefringence”) [4, 5]—only the former has been
clearly observed [6]. However, as demonstrated in Ref. [7], the LbL process can be experi-
mentally observed in ultraperipheral interactions of ions, with impact parameters larger than
twice the radius of the nuclei, exploiting the very large fluxes of quasireal photons emitted by
the nuclei accelerated at TeV energies [8]. Ions accelerated at high energies generate strong elec-
tromagnetic fields, which, in the equivalent photon approximation [9–11], can be considered
as g beams of virtuality Q

2 < 1/R
2, where R is the effective radius of the charge distribu-

tion. For lead (Pb) nuclei with radius R ⇡ 7 fm, the quasireal photon beams have virtuali-
ties Q

2 < 10�3 GeV2, but very large longitudinal energy (up to Eg = g/R ⇡ 80 GeV, where
g is the Lorentz relativistic factor), enabling the production of massive central systems with
very soft transverse momenta (pT . 0.1 GeV). Since each photon flux scales as the square of
the ion charge Z

2, gg scattering cross sections in PbPb collisions are enhanced by a factor of
Z

4 ' 5 ⇥ 107 compared to similar proton-proton or electron-positron interactions.
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Figure 1: Schematic diagrams of light-by-light scattering (gg ! gg, left), QED dielectron
(gg ! e+e�, centre), and central exclusive diphoton (gg ! gg, right) production in ultra-
peripheral PbPb collisions. The (⇤) superscript indicates a potential electromagnetic excitation
of the outgoing ions.

Many final states have been measured in photon-photon interactions in ultraperipheral colli-
sions of proton and/or lead beams at the CERN LHC, including gg ! e+e� [12–21], gg !
W+W� [22–24], and first evidence of gg ! gg reported by the ATLAS experiment [25] with a
signal significance of 4.4 standard deviations (3.8 standard deviations expected). The final-state
signature of interest in this analysis is the exclusive production of two photons, PbPb ! gg !
Pb(⇤)ggPb(⇤), where the diphoton final state is measured in the otherwise empty central part
of the detector, and the outgoing Pb ions (with a potential electromagnetic excitation denoted
by the (⇤) superscript) survive the interaction and escape undetected at very low q angles with
respect to the beam direction (Fig. 1, left). The dominant backgrounds are the QED production

Signal process is the observation of two photons and no other activity.


However, electron pairs can mimic photons if we don’t see their tracks.


Also, there are gluon-mediated processes with two-photon final states 
(“central exclusive production”, or CEP)
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γγ acoplanarity (Aϕ=1-∆ϕ/π) used to reject or enhance backgrounds: 
signal dominates in Aϕ<0.01


CEP backgrounds typically estimated using data-driven approaches, 
and requiring ZDC strongly enhances these 
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Light-by-light scattering is sensitive 
to the production of axion-like  

particles (ALP)
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a

STARlight 2.0 used to generate mass distributions 
to test for significant excess: none found 
so data used to set 95% CL upper limits 

on cross section & coupling

BSM physics using LbyL
ATLAS: JHEP 03 (2021) 243
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Joint working group starting to perform  
detailed combination measurements  
accounting for correlations.


Important effort for extracting full potential 
from LHC runs 3 & 4
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Table 1: Summary of the fiducial LbyL cross-section measurements at 5.02TeV performed (“sfid.
raw”) by the ATLAS and CMS

Collaborations. When applicable, they are further scaled by correction factors (“sfid.
cor.”) to account for differences in the definition

of phase space regions, as described in Section 3. Total uncertainties are shown. The symbol “—” means that no corresponding
cross-section measurement currently exists. The cross-sections marked with † are those used as input to the extraction of the
averaged value of the Pb+Pb(gg)! Pb(⇤)+Pb(⇤) gg process.

ATLAS CMSp
sNN Year (Lumi. [nb�1]) sfid.

raw [nb] sfid.
cor. [nb] sfid.

raw [nb] sfid.
cor. [nb]

2015 (0.39–0.48) 70 ± 29 [11] 108 ± 45 120 ± 55 [12] 91 ± 42†

5.02TeV 2018 (1.73) 78 ± 15 [15] 120 ± 23 — —

2015+2018 (2.2) 120 ± 22 [10] 120 ± 22† — —

Table 2: Predicted cross-sections for LbyL scattering at 5.02TeV. Uncertainties take into account derivations from alternative
approaches. The cross-section marked with † is used as reference.

p
sNN Process Accuracy sfid.

theo. [nb] Phase space region

LO 101±10 [16] ET > 2.0 GeV, |h |< 2.4, mgg > 5 GeV, pT
gg < 1 GeV, Af < 0.01

LO 103±10 [17] ET > 2.0 GeV, |h |< 2.4, mgg > 5 GeV, pT
gg < 1 GeV, Af < 0.01

5.02TeV Pb+Pb(gg)! Pb(⇤)+Pb(⇤) gg LO 77±8† [16] ET > 2.5 GeV, |h |< 2.4, mgg > 5 GeV, pT
gg < 1 GeV, Af < 0.01

LO 80±8 [17] ET > 2.5 GeV, |h |< 2.4, mgg > 5 GeV, pT
gg < 1 GeV, Af < 0.01

LO 50±5 [16] ET > 3.0 GeV, |h |< 2.4, mgg > 6 GeV, pT
gg < 1 GeV, Af < 0.01

LO 51±5 [17] ET > 3.0 GeV, |h |< 2.4, mgg > 6 GeV, pT
gg < 1 GeV, Af < 0.01

tainties originate from different values of the hb(1S)! gg de-
cay width. The maximum and minimum values of diphoton
decay rates are 0.46 [23] and 0.17 keV [24], respectively. Al-
though the height of the resonance peak is 1 nb, this contribu-
tion is therefore found to be insignificant in the context of the
LbyL measurement because the experimental mgg bins are typ-
ically very wide. The total nuclear cross section for the gg !
hb(1S) ! gg resonance scattering depending on the decay
width is s tot.

theo.

⇣
Pb+Pb(gg ! hb(1S))! Pb(⇤)+Pb(⇤) gg

⌘
=

(0.19�1.41)10�2 nb. It is also worth highlighting the influ-
ence of the lower ET requirement on diphoton invariant mass,
resulting in increased acceptance at low (. 6GeV) mgg values.
The difference in the imposed requirements on transverse en-
ergy, i.e., ET > 2.5 and > 2 GeV for ATLAS and CMS, respec-
tively, does not affect the hb(1S) distribution because of the
2ET < mhb(1S) condition.

4 Averaged cross-section measurement

The cross-section measurements, described in Section 2 and
denoted by † in Table 1, are used as input to an averaged cross-
section. We use the best linear unbiased estimator (BLUE)
method [25–27]. More specifically, the BLUE software v2.4.0,
as implemented within the ROOT analysis framework [28], is
used. Systematic uncertainties are categorized, and simplified
correlation assumptions are employed according to B.

The averaged cross-section measurement at 5.02TeV, after
one iteration, is

sfid.
meas. = 115±15 (stat.)±11 (syst.)±3 (lumi.)±3 (theo.) nb

= 115±19 nb,

with a relative uncertainty of 17%. The overall correlation be-
tween the input measurements is 7.6 %, hence are dominantly
uncorrelated. The statistical uncertainty is still found to be the
dominant overall uncertainty. The contribution from each un-
certainty category to the total uncertainty in the averaged cross-
section measurement is given in B.

Figure 3 shows a summary of the Pb + Pb(gg) !
Pb(⇤)+Pb(⇤) gg measurements at 5.02TeV and their compar-
ison to the theory predictions. The averaged cross-section is
consistent within about two standard deviations with the SM
predictions.

5 Summary

This note represents an attempt to average existing measure-
ments of the light-by-light (gg ! gg) scattering process from
ultra-peripheral lead-lead collisions at

p
sNN = 5.02TeV at the

LHC. Using a simplified set of assumptions, the integrated fidu-
cial cross-section of the Pb+Pb(gg)! Pb(⇤)+Pb(⇤) gg process
is found to be

sfid.
meas. = 115±15 (stat.)±11 (syst.)±3 (lumi.)±3 (theo.) nb

= 115±19 nb.
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The last cut is based on Monte Carlo (MC) studies and removes the non-

exclusive background (the STARLIGHT MC is used [4]). The MC models

two-photon and photon–hadron interactions at ultra-relativistic energies.

The presented selection reflects a general signature of the UPC J/ !
µµ events. It provides a qualitative information and it is a first step to the

final analysis leading to the cross-section measurement. This analysis will

be described in my Ph.D. Thesis.

3. Results

Although there are no approved results that could be published yet, the

described selection gives good insight into the interesting events in the data.

The number of J/ candidates passing above criteria is of the order of thou-

sands. This provides good prospects for the future cross-section estimation.

The transverse momenta pT of the dimuon pairs are small, below 1 GeV,

and most of them have pT < 0.1 GeV. The rapidity of the selected events is

mostly forward and symmetric as expected for the PbPb collisions. In Fig. 6,

an event display of one of the events passing selection criteria is presented

— the reconstructed trajectories come from the two muons. As can be seen,

the detector is empty but the two muons going into forward direction.

Fig. 6. The event display shows one of the selected events, the visualisation of
the CMS detector can be seen, together with two trajectories of muons going into
forward direction. The reconstructed invariant mass of the two leptons is about
the J/ mass.LHC experiments have a broad variety of results on vector meson 

(ρ,ψ,ϒ) in Pb+Pb (γ+A) and p+Pb (γ+p) collisions!
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(a) (b)

Fig. 1. Lowest order Feynman diagrams for exclusive photoproduction of (a) J/ψ and (b) dielectrons, in ultra-peripheral Au + Au collisions. The photons to the right of the
dashed line are soft photons that may excite the nuclei but do not lead to particle production in the central rapidity region. Both diagrams contain at least one photon and
occur when the nuclei are separated by impact parameters larger than the sum of the nuclear radii.

18X0) and two sectors of lead-glass Čerenkov calorimeter (PbGl,
9216 modules with 4 cm × 4 cm × 40 cm, 14.4X0), at a radial dis-
tance of ∼ 5 m from the beam line.

The ultra-peripheral Au + Au events were tagged by neutron
detection at small forward angles in the ZDC. The ZDCs [31,32] are
hadronic calorimeters placed 18 m up- and down-stream of the
interaction point that measure the energy of the neutrons coming
from the Au⋆ Coulomb dissociation with ∼ 20% energy resolution
and cover |θ | < 2 mrad, which is a very forward region.3

The events used in this analysis were collected with the UPC
trigger set up for the first time in PHENIX during the 2004 run
with the following characteristics:

(1) A veto on coincident signals in both Beam–Beam Coun-
ters (BBC, covering 3.0 < |η| < 3.9 and full azimuth) selects
exclusive-type events characterised by a large rapidity gap on
either side of the central arm.

(2) The EMCal-Trigger (ERT) with a 2×2 tile threshold at 0.8 GeV.
The trigger is set if the analog sum of the energy deposit in a
2×2 tile of calorimeter towers is above threshold (0.8 GeV).

(3) At least 30 GeV energy deposited in one or both of the ZDCs is
required to select Au + Au events with forward neutron emis-
sion (Xn) from the (single or double) Au⋆ decay.

The BBC trigger efficiency for hadronic Au + Au collisions is
92 ± 3% [33]. A veto on the BBC trigger has an inefficiency of 8%,
which implies that the most peripheral nuclear reactions could be
a potential background for our UPC measurement if they happen
to have an electron pair in the final state. An extrapolation of the
measured p–p dielectron rate [34] at minv > 2 GeV/c2 to the 8%
most peripheral interactions – scaled by the corresponding number
of nucleon–nucleon collisions (1.6) – results in a negligible contri-
bution (only 0.4 e+e− pairs). On the other hand, the ERT trigger
requirement (2) has an efficiency of 90 ± 10%, and the require-
ment (3) of minimum ZDC energy deposit(s) leaves about 55% of
the coherent and about 100% of the incoherent J/psi events, as dis-
cussed above. All these trigger efficiencies and their uncertainties
are used in the final determination of the production cross sections
below.

The total number of events collected by the UPC trigger was
8.5 M, of which 6.7 M satisfied standard data quality assurance
criteria. The useable event sample corresponds to an integrated lu-
minosity Lint = 141 ± 12 µb−1 computed from the minimum bias
triggered events.

3 Much larger than the crossing angle of Au beams at the PHENIX interaction
point (0.2 mrad).

3. Data analysis

Charged particle tracking in the PHENIX central arms is based
on a combinatorial Hough transform in the track bend plane (per-
pendicular to the beam direction). The polar angle is determined
from the position of the track in the PC outside the DC and the
reconstructed position of the collision vertex [35]. For central colli-
sions, the collision vertex is reconstructed from timing information
from the BBC and/or ZDC. This does not work for UPC events,
which, by definition, do not have BBC coincidences and often do
not have ZDC coincidences. The event vertex was instead recon-
structed from the position of the PC hits and EMCal clusters as-
sociated with the tracks in the event. This gave an event vertex
resolution in the longitudinal direction of 1 cm. Track momenta
are measured with a resolution δp/p ≈ 0.7% ⊕ 1.0%p[GeV/c] in
minimum bias Au + Au nuclear collisions [36]. Only a negligible
reduction in the resolution is expected in this analysis because of
the different vertex resolution.

The following global cuts were applied to enhance the sample
of genuine γ -induced events:

(1) A standard offline vertex cut |vtxz| < 30 cm was required to
select collisions well centered in the fiducial area of the central
detectors and to avoid tracks close to the magnet poles.

(2) Only events with two charged particles were analyzed. This is
a restrictive criterion imposed to cleanly select “exclusive” pro-
cesses characterised by only two isolated particles (electrons)
in the final state. It allows to suppress the contamination of
non-UPC (mainly beam–gas and peripheral nuclear) reactions
that fired the UPC trigger, whereas the signal loss is small (less
than 5%).

Unlike the J/ψ → e+e− analyses in nuclear Au + Au reactions
[36,37] which have to deal with large particle multiplicities, we
did not need to apply very strict electron identification cuts in the
clean UPC environment. Instead, the following RICH- and EMCal-
based offline cuts were used:

(1) RICH multiplicity n0 !2 selects e± which fire 2 or more tubes
around the track within the nominal ring radius.

(2) Candidate tracks with an associated EMCal cluster with dead
or noisy towers within a 2 × 2 tile are excluded.

(3) At least one of the tracks in the pair is required to pass an
EMCal cluster energy cut (E1 > 1 GeV ∥ E2 > 1 GeV) to select
candidate e± in the plateau region above the turn-on curve of
the ERT trigger (which has a 0.8 GeV threshold).

Beyond those global or single-track cuts, an additional “coherent”
identification cut was applied by selecting only those e+e− candi-
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Fig. 1 Diffractive J/ψ meson production in electron proton colli-
sions: (a) elastic J/ψ production in which the proton stays intact and
(b) proton-dissociative J/ψ production in which the proton dissociates
to a low mass excited state with mass MY > mp

theory predicts [1, 2] an approximate cross section depen-
dence σ ∝ W δ

γp as a function of the photon-proton centre-
of-mass energy Wγp . For elastic production of light vec-
tor mesons (ρ, ω, φ) exponents δ ≈ 0.22 [3] are observed.
In contrast, the cross section for elastic J/ψ production,
γp → J/ψp, rises more steeply with Wγp , δ ≈ 0.7 [4, 5],
and is thus incompatible with a universal Pomeron hypoth-
esis [2]. The Wγp dependence of proton-dissociative J/ψ

production [6–8] is expected to be similar to the elastic case.
Due to the presence of a hard scale, the mass of the

J/ψ meson, calculations in perturbative Quantum-Chromo-
Dynamics (QCD) are possible. The diffractive production
of vector mesons can then be described in the proton rest
frame by a process in which the photon fluctuates into a qq̄

pair (or colour-dipole) at a long distance from the proton
target. The qq̄ pair interacts with the proton via a colour-
singlet exchange, which in lowest order QCD is realised as
a colourless gluon pair [9–12]. The steep rise of the cross
section with Wγp is then related to the rise of the square of
the gluon density towards low values of Bjorken x [13–17].

The elastic and proton-dissociative J/ψ cross sections
as functions of the squared four-momentum transfer t

at the proton vertex show a fast fall with increasing |t |
[4, 5, 18–25]. For the elastic J/ψ cross section the
t-dependence can be parametrised by an exponential func-
tion dσ/dt ∝ e−bel|t | as expected from diffractive scattering.
In an optical model the t-dependence of the elastic cross
section carries information on the transverse size of the in-
teraction region. The proton-dissociative cross section falls
less steeply than the elastic one and becomes dominant at
|t | ! 1 GeV2. The differential proton-dissociative cross sec-
tion as a function of t is parametrised with a power-law
function dσ/dt ∝ (1 + (bpd/n)|t |)−n, which for low |t | has
an approximate exponential behaviour, ∝ e−bpd|t |.

Diffractive J/ψ production has been studied previously
at HERA at low values of |t | [4, 5, 18–23], and also at very
large values of |t | [24, 25], where proton-dissociative J/ψ

production dominates.
In this analysis cross sections are determined simultane-

ously for the elastic and proton-dissociative regimes. In ad-
dition to a measurement at the nominal ep centre-of-mass

energy of
√

s ≈ 318 GeV, data recorded at a lower centre-
of-mass energy of

√
s ≈ 225 GeV are analysed. This low-

energy data set extends the kinematic region in Wγp into the
transition region between previous diffractive J/ψ measure-
ments at HERA and fixed target experiments [26, 27]. The
elastic and proton-dissociative cross sections as functions of
t and Wγp are subjected to phenomenological fits, together
with previous H1 data [4, 24], and are compared with QCD
based dipole models [14].

2 Experimental method

2.1 Kinematics

The kinematics of the processes ep → eJ/ψX, where
X = p or Y (depicted in Fig. 1), are described by the fol-
lowing variables: the square of the ep centre-of-mass energy
s = (P + k)2, the square of the γp centre-of-mass energy
W 2

γp = (q + P)2, the absolute value of the four-momentum
transfer squared at the lepton vertex Q2 = −q2 = −(k−k′)2

and of the four-momentum transfer squared at the proton
vertex t = (P − P ′)2. The four-momenta k, k′,P ,P ′ and q

refer to the incident and scattered beam positron, the incom-
ing and outgoing proton (or dissociated system Y ) and the
exchanged photon, respectively.

In the limit of photoproduction, i.e Q2 → 0, the beam
positron is scattered at small angles and escapes detection.
In this regime the square of the γp centre-of-mass energy
can be reconstructed via the variable W 2

γp,rec = syrec, where
yrec is the reconstructed inelasticity, measured as yrec =
(EJ/ψ − pz,J/ψ )/(2Ee). Here, EJ/ψ and pz,J/ψ denote the
reconstructed energy and the momentum along the proton
beam direction (z-axis) of the J/ψ meson and Ee is the
positron beam energy. Furthermore, the variable t can be es-
timated from the transverse momentum of the J/ψ in the
laboratory frame via the observable trec = −p2

T ,J/ψ . The
reconstructed variables Wγp,rec and trec are only approxi-
mately equal to the variables Wγp and t , due to their defini-
tion and due to the smearing effects of the detector. In partic-
ular, −p2

T ,J/ψ is systematically larger than t for events with

a value of Q2 close to the upper boundary of 2.5 GeV2 used
in the analysis. In such events the J/ψ recoils against the
scattered beam positron in addition to the proton. The mea-
surement presented here corrects for this recoil effect by the
unfolding procedure described below.

2.2 Monte Carlo models

Monte Carlo (MC) simulations are used to calculate ac-
ceptances and efficiencies for triggering, track reconstruc-
tion, event selection, lepton identification and background
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Fig. 1 Diffractive J/ψ meson production in electron proton colli-
sions: (a) elastic J/ψ production in which the proton stays intact and
(b) proton-dissociative J/ψ production in which the proton dissociates
to a low mass excited state with mass MY > mp

theory predicts [1, 2] an approximate cross section depen-
dence σ ∝ W δ

γp as a function of the photon-proton centre-
of-mass energy Wγp . For elastic production of light vec-
tor mesons (ρ, ω, φ) exponents δ ≈ 0.22 [3] are observed.
In contrast, the cross section for elastic J/ψ production,
γp → J/ψp, rises more steeply with Wγp , δ ≈ 0.7 [4, 5],
and is thus incompatible with a universal Pomeron hypoth-
esis [2]. The Wγp dependence of proton-dissociative J/ψ

production [6–8] is expected to be similar to the elastic case.
Due to the presence of a hard scale, the mass of the

J/ψ meson, calculations in perturbative Quantum-Chromo-
Dynamics (QCD) are possible. The diffractive production
of vector mesons can then be described in the proton rest
frame by a process in which the photon fluctuates into a qq̄

pair (or colour-dipole) at a long distance from the proton
target. The qq̄ pair interacts with the proton via a colour-
singlet exchange, which in lowest order QCD is realised as
a colourless gluon pair [9–12]. The steep rise of the cross
section with Wγp is then related to the rise of the square of
the gluon density towards low values of Bjorken x [13–17].

The elastic and proton-dissociative J/ψ cross sections
as functions of the squared four-momentum transfer t

at the proton vertex show a fast fall with increasing |t |
[4, 5, 18–25]. For the elastic J/ψ cross section the
t-dependence can be parametrised by an exponential func-
tion dσ/dt ∝ e−bel|t | as expected from diffractive scattering.
In an optical model the t-dependence of the elastic cross
section carries information on the transverse size of the in-
teraction region. The proton-dissociative cross section falls
less steeply than the elastic one and becomes dominant at
|t | ! 1 GeV2. The differential proton-dissociative cross sec-
tion as a function of t is parametrised with a power-law
function dσ/dt ∝ (1 + (bpd/n)|t |)−n, which for low |t | has
an approximate exponential behaviour, ∝ e−bpd|t |.

Diffractive J/ψ production has been studied previously
at HERA at low values of |t | [4, 5, 18–23], and also at very
large values of |t | [24, 25], where proton-dissociative J/ψ

production dominates.
In this analysis cross sections are determined simultane-

ously for the elastic and proton-dissociative regimes. In ad-
dition to a measurement at the nominal ep centre-of-mass

energy of
√

s ≈ 318 GeV, data recorded at a lower centre-
of-mass energy of

√
s ≈ 225 GeV are analysed. This low-

energy data set extends the kinematic region in Wγp into the
transition region between previous diffractive J/ψ measure-
ments at HERA and fixed target experiments [26, 27]. The
elastic and proton-dissociative cross sections as functions of
t and Wγp are subjected to phenomenological fits, together
with previous H1 data [4, 24], and are compared with QCD
based dipole models [14].

2 Experimental method

2.1 Kinematics

The kinematics of the processes ep → eJ/ψX, where
X = p or Y (depicted in Fig. 1), are described by the fol-
lowing variables: the square of the ep centre-of-mass energy
s = (P + k)2, the square of the γp centre-of-mass energy
W 2

γp = (q + P)2, the absolute value of the four-momentum
transfer squared at the lepton vertex Q2 = −q2 = −(k−k′)2

and of the four-momentum transfer squared at the proton
vertex t = (P − P ′)2. The four-momenta k, k′,P ,P ′ and q

refer to the incident and scattered beam positron, the incom-
ing and outgoing proton (or dissociated system Y ) and the
exchanged photon, respectively.

In the limit of photoproduction, i.e Q2 → 0, the beam
positron is scattered at small angles and escapes detection.
In this regime the square of the γp centre-of-mass energy
can be reconstructed via the variable W 2

γp,rec = syrec, where
yrec is the reconstructed inelasticity, measured as yrec =
(EJ/ψ − pz,J/ψ )/(2Ee). Here, EJ/ψ and pz,J/ψ denote the
reconstructed energy and the momentum along the proton
beam direction (z-axis) of the J/ψ meson and Ee is the
positron beam energy. Furthermore, the variable t can be es-
timated from the transverse momentum of the J/ψ in the
laboratory frame via the observable trec = −p2

T ,J/ψ . The
reconstructed variables Wγp,rec and trec are only approxi-
mately equal to the variables Wγp and t , due to their defini-
tion and due to the smearing effects of the detector. In partic-
ular, −p2

T ,J/ψ is systematically larger than t for events with

a value of Q2 close to the upper boundary of 2.5 GeV2 used
in the analysis. In such events the J/ψ recoils against the
scattered beam positron in addition to the proton. The mea-
surement presented here corrects for this recoil effect by the
unfolding procedure described below.

2.2 Monte Carlo models

Monte Carlo (MC) simulations are used to calculate ac-
ceptances and efficiencies for triggering, track reconstruc-
tion, event selection, lepton identification and background
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Fig. 1. Lowest order Feynman diagrams for exclusive photoproduction of (a) J/ψ and (b) dielectrons, in ultra-peripheral Au + Au collisions. The photons to the right of the
dashed line are soft photons that may excite the nuclei but do not lead to particle production in the central rapidity region. Both diagrams contain at least one photon and
occur when the nuclei are separated by impact parameters larger than the sum of the nuclear radii.

18X0) and two sectors of lead-glass Čerenkov calorimeter (PbGl,
9216 modules with 4 cm × 4 cm × 40 cm, 14.4X0), at a radial dis-
tance of ∼ 5 m from the beam line.

The ultra-peripheral Au + Au events were tagged by neutron
detection at small forward angles in the ZDC. The ZDCs [31,32] are
hadronic calorimeters placed 18 m up- and down-stream of the
interaction point that measure the energy of the neutrons coming
from the Au⋆ Coulomb dissociation with ∼ 20% energy resolution
and cover |θ | < 2 mrad, which is a very forward region.3

The events used in this analysis were collected with the UPC
trigger set up for the first time in PHENIX during the 2004 run
with the following characteristics:

(1) A veto on coincident signals in both Beam–Beam Coun-
ters (BBC, covering 3.0 < |η| < 3.9 and full azimuth) selects
exclusive-type events characterised by a large rapidity gap on
either side of the central arm.

(2) The EMCal-Trigger (ERT) with a 2×2 tile threshold at 0.8 GeV.
The trigger is set if the analog sum of the energy deposit in a
2×2 tile of calorimeter towers is above threshold (0.8 GeV).

(3) At least 30 GeV energy deposited in one or both of the ZDCs is
required to select Au + Au events with forward neutron emis-
sion (Xn) from the (single or double) Au⋆ decay.

The BBC trigger efficiency for hadronic Au + Au collisions is
92 ± 3% [33]. A veto on the BBC trigger has an inefficiency of 8%,
which implies that the most peripheral nuclear reactions could be
a potential background for our UPC measurement if they happen
to have an electron pair in the final state. An extrapolation of the
measured p–p dielectron rate [34] at minv > 2 GeV/c2 to the 8%
most peripheral interactions – scaled by the corresponding number
of nucleon–nucleon collisions (1.6) – results in a negligible contri-
bution (only 0.4 e+e− pairs). On the other hand, the ERT trigger
requirement (2) has an efficiency of 90 ± 10%, and the require-
ment (3) of minimum ZDC energy deposit(s) leaves about 55% of
the coherent and about 100% of the incoherent J/psi events, as dis-
cussed above. All these trigger efficiencies and their uncertainties
are used in the final determination of the production cross sections
below.

The total number of events collected by the UPC trigger was
8.5 M, of which 6.7 M satisfied standard data quality assurance
criteria. The useable event sample corresponds to an integrated lu-
minosity Lint = 141 ± 12 µb−1 computed from the minimum bias
triggered events.

3 Much larger than the crossing angle of Au beams at the PHENIX interaction
point (0.2 mrad).

3. Data analysis

Charged particle tracking in the PHENIX central arms is based
on a combinatorial Hough transform in the track bend plane (per-
pendicular to the beam direction). The polar angle is determined
from the position of the track in the PC outside the DC and the
reconstructed position of the collision vertex [35]. For central colli-
sions, the collision vertex is reconstructed from timing information
from the BBC and/or ZDC. This does not work for UPC events,
which, by definition, do not have BBC coincidences and often do
not have ZDC coincidences. The event vertex was instead recon-
structed from the position of the PC hits and EMCal clusters as-
sociated with the tracks in the event. This gave an event vertex
resolution in the longitudinal direction of 1 cm. Track momenta
are measured with a resolution δp/p ≈ 0.7% ⊕ 1.0%p[GeV/c] in
minimum bias Au + Au nuclear collisions [36]. Only a negligible
reduction in the resolution is expected in this analysis because of
the different vertex resolution.

The following global cuts were applied to enhance the sample
of genuine γ -induced events:

(1) A standard offline vertex cut |vtxz| < 30 cm was required to
select collisions well centered in the fiducial area of the central
detectors and to avoid tracks close to the magnet poles.

(2) Only events with two charged particles were analyzed. This is
a restrictive criterion imposed to cleanly select “exclusive” pro-
cesses characterised by only two isolated particles (electrons)
in the final state. It allows to suppress the contamination of
non-UPC (mainly beam–gas and peripheral nuclear) reactions
that fired the UPC trigger, whereas the signal loss is small (less
than 5%).

Unlike the J/ψ → e+e− analyses in nuclear Au + Au reactions
[36,37] which have to deal with large particle multiplicities, we
did not need to apply very strict electron identification cuts in the
clean UPC environment. Instead, the following RICH- and EMCal-
based offline cuts were used:

(1) RICH multiplicity n0 !2 selects e± which fire 2 or more tubes
around the track within the nominal ring radius.

(2) Candidate tracks with an associated EMCal cluster with dead
or noisy towers within a 2 × 2 tile are excluded.

(3) At least one of the tracks in the pair is required to pass an
EMCal cluster energy cut (E1 > 1 GeV ∥ E2 > 1 GeV) to select
candidate e± in the plateau region above the turn-on curve of
the ERT trigger (which has a 0.8 GeV threshold).

Beyond those global or single-track cuts, an additional “coherent”
identification cut was applied by selecting only those e+e− candi-

dissociative (incoherent) 
sensitive to fluctuations

Schenke & Mantyasaari, 2016
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Constraining proton fluctuations: � + p ! J/ + p
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Fluctuating hot spots in proton needed to 
describe dissociative (“incoherent”)  

 photoproductionJ/ψ

Same fluctuations have been succesfully 
incorporated into hydro calculations for pp 

Mantyasaari, Schenke, Shen, Tribedy, Phys.Lett.B 772 (2017) 681-686 
Mantyasaari & Schenke, Phys. Rev. Lett. 117, 052301 (2016)

Proton shape from di↵raction: � + p ! J/ + p

HERA data with only color charge fluctuations (x ⇠ 10�3)

H.M, B. Schenke, 1607.01711, H1: 1304.5162

Round
CGC proton:
Color charges
+Yang-Mills

Heikki Mäntysaari (JYU) Proton shape fluctuations June 26, 2019 / IS19 9 / 23

Towards small x : � + p ! J/ + p⇤

Increasing # of hot spots w energy:
Smoother proton, less fluctuations
Cepila, Contreras, Tapia Takaki, 1608.07559
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Beautiful connection between HERA (& eventual EIC) physics 
and the urgent needs of the RHIC/LHC heavy ion program! 
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LHC Run 2 data

Scale dependence considerable but an "optimal" scale can be found.
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Fig. 1 Left: Invariant mass distribution of l+l− pairs. The dashed green
line corresponds to the background. The solid magenta and red lines cor-
respond to Crystal Ball functions representing the J/ψ and ψ′ signal,
respectively. The solid blue line corresponds to the sum of background

and signal functions. Right: Transverse momentum distribution of J/ψ
candidates in the range quoted in the figure (around the J/ψ nominal
mass)

the invariant mass distribution is performed in the same way
as described before.

Figure 4 shows the invariant mass (left) and the pT distri-
bution (right) for ψ′ →µ+µ−π+π− and ψ′ → e+e−π+π−

quadruplets. Distributions include combinatorial background.
A coherent peak is clearly visible at low pT. The signal
extraction in the µ+µ−π+π− and e+e−π+π− channel is
straight-forward since the signal is very clean. The num-
ber of candidates is extracted by summing the bin con-
tents in the mass interval 3.6 < mµµππ < 3.8 GeV/c2 and
3.4 < meeππ < 3.8 GeV/c2. The number of candidates with

wrong-sign combinations in the same mass interval, repre-
senting the level of background, is subtracted afterwards.

The incoherent contamination of the ψ′ sample is esti-
mated as follows. The incoherent-to-coherent photoproduc-
tion cross section ratio is expected to be similar for 1S and
2S charmonium states [37,43]. Due to lack of model cal-
culations for the incoherent ψ′ cross section in UPCs at√
sNN = 5.02 TeV, predicted incoherent-to-coherent cross

section ratios for J/ψ from Refs. [6,14,37] are used as an esti-
mate of the incoherent-to-coherent cross section ratio for ψ′.
The factor fI = N incoh

N coh ≈ 6% is extracted from the predicted

123

The Framework

Rapidity differential cross section:

d�AA!AVA

dy
=

"
k
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A
� (k)
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+
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V is the vector meson and k
+/� are the photon energies.

Photon flux dN
A
� /dk in Weizsäcker-Williams (WW) approximation,

require no hadronic activity.
Cross section through the product:

��A!VA =
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dt
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1Z

tmin

dt
0 |FA(�t

0)|2

FA(t) is the form factor.
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NLO amplitude2, factorization at amplitude level3:

M�N / hO1i1/2V

1Z

�1

dx

h
Tg (x , ⇠)F

g (x , ⇠, t) + Tq(x , ⇠)F
q,S(x , ⇠, t)

i
.

- NRQCD element hO1iV .

- Hard-scattering functions Ti .

- GPDs F
i .

- No quarks in LO.

WW

Ti(x, ⇠)

F
i(x, ⇠, t)

hO1i

Pb

Pb

Pb

Pb

J/ 

2Ivanov et al. Eur.Phys.J.C 34 (2004) 3, 297-316 and 75 (2015) 2
3Collins, Phys.Rev.D 56 (1997) 2982-3006
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NLO cross sections being calculated, to potentially allow 
J/ψ data to be productively used for PDF/shadowing extraction

Large scale dependence (and perhaps ALICE/LHCb tension) but 
important progress towards including vector mesons into PDFs

arXiv:2203.11613

LHCb arXiv:2107.03223 
ALICE: Eur. Phys. J C (2021) 81:712

←GPDs!
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Coherent J/ψ with neutron emission

CY

D First measurement of the nuclear 
suppression factor at             
Bjorken- ! 

    

D At low-  data favours both saturation 
and shadowing models  

D Additional theoretical uncertainty 
from impulse approximation → 
dominates at low energies

x ∼ 10−5

SPb(y) = dσ
dy data

/ dσ
dy IA

𝑥
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 = 5.02 TeVNNsPb −PbALICE, 
)(arXiv:2303.16984  = 5.02 TeVNNsPb −PbCMS, 

 (PLB 726 (2013) 290-295)  = 2.76 TeVNNsPb −using ALICE PbGuzey et al., 
(PRC 96 (2017) 015203)  = 2.76 TeVNNsPb −using ALICE PbContreras, 

Impulse approximation
STARlight
EPS09 LO

LTA
GG-HS
b-BK-A

ALI−DER−543433

ALICE, arXiv:2305.19060 

Consistency between 
ALICE and CMS results

J/ψ cross sections can be turned into photonuclear cross sections using 
selections on the ZDC, method now used by both ALICE & CMS.


  Comparison with “impulse approximation” gives empirical estimate of 
nuclear shadowing effects on J/ψ production
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over wide rapidity range - should help 
resolve theoretical puzzles!
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Figure 2: The differential coherent J/y photoproduction cross section as a function of ra-
pidity, in different neutron multiplicity classes (left): 0n0n, 0nXn and XnXn; (right): AnAn.
The small vertical bars and shaded boxes represent the statistical and systematic uncertain-
ties, respectively. The horizontal bars show the bin widths. Theoretical predictions from LTA
weak/strong shadowing [34], color dipole models (CD BGK,CD BGW, and CD IIM) [57], and
STARLIGHT [47] are shown by the curves. The right plot also displays the results from the
ALICE [13, 15] and LHCb [17] experiments.

For the case of no neutron selection (AnAn), the data follow the trend of the forward-rapidity
measurements from ALICE [13] over a new y region. None of the models describe the com-
bined results over the full rapidity range. The color dipole models agree with the measure-
ments in the forward-rapidity region, but fail to describe the data at y ⇡ 0. In each neutron
multiplicity class, the LTA predictions tend to be lower than the CMS results, particularly for
the strong shadowing scenario. These comparisons indicate that there are key ingredients miss-
ing from the theoretical understanding of high energy photon-nucleus scattering processes.

To gain further insight, the total measured J/y coherent photoproduction cross section as a
function of W

Pb
gN up to ⇡400 GeV is shown in Fig. 3, after decomposing the two-way ambiguity.

Because the contributions of high energy photons are negligible at very forward rapidity (less
than 5% for �4.5 < y < �3.5) [33, 34], and the fact that y ⇡ 0, w1 ⇡ w2 ⇡ MJ/y /2, the total
cross section at lower W

Pb
gN values can be approximated using ALICE and LHCb measurements.

These results are also shown in Fig. 3. The experimental and theoretical (from the photon flux)
uncertainties are displayed separately in Fig. 3. Predictions from the LTA and CD models,
as well as the gluon saturation models bBK [58], IPsat [59], and GG [60]), are compared to
the experimental measurements. The naive prediction from the impulse approximation (IA)
model [33] is also shown, providing a reference assuming the absence of any nuclear effects
except for coherence.

The measured total cross section has an unexpected energy dependence, rising by more than a
factor of 4 as W

Pb
gN goes from W

Pb
gN ⇡ 15 to 40 GeV. This is consistent with the expectation of a

fast-growing gluon density at low x (e.g., from the IA model). However, this trend vanishes for
W

Pb
gN > 40 GeV, and instead the total cross section begins a slow linear rise with a slope of (3.0±

0.4 (stat) ± 1.4 (syst)) ⇥ 10�5 mb/ GeV up to W
Pb
gN ⇡ 400 GeV. Considering the experimental

uncertainties across the measured W
Pb
gN range, none of the theoretical models are consistent

with the measurements, with the CD-BGK model having the best p-value of 1.6 ⇥ 10�8. This
result could imply the onset of novel physics mechanisms in the coherent J/y photoproduction
process starting at W

Pb
gN ⇡ 40 GeV, for example, the saturation of the gluon density in the

Pb nucleus at the corresponding x value. This picture may be less straightforward due to
higher-order perturbative QCD corrections (e.g., quark-antiquark exchange) as suggested in
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a physics model that is similar to the quantum Glauber
calculation that does not include nuclear shadowing.

An exponential function is used to characterize the spec-
trum below the first peak [0.0024 < |t | < 0.0098 (GeV/c)2].
The measured slope is 426.4 ± 1.8 (GeV/c)−2 for the XnXn
events and 407.8 ± 3.2 (GeV/c)−2 for the 1n1n events. The
XnXn slope is very similar to the ALICE measurement of
426 ± 6 ± 15 (GeV/c)−2 [8]; there is no evidence for an in-
crease in effective nuclear size with increasing photon energy.

At very small −t, |t | < 10−3 (GeV/c)2, both cross sections
flatten out and turn downward, as can be seen in the insert in
Fig. 8. This is expected due to destructive interference between
ρ0 production on the two nuclear targets [40,43].

These results are subject to the common uncertainties
from Table IV, in addition to the point-to-point uncertainties
described above and listed in Table VI. The yellow and pink
bands in Fig. 8 are the sum in quadrature of all systematic
uncertainties and statistical errors.

The shape of dσ/dt for coherent photoproduction is
determined by the position of the interaction sites within the
target. One can, in principle, determine the density distribution
of the gold nucleus via a two-dimensional Fourier transform of
dσ/dt . RHIC beam energies are high enough that, for ρ0 pho-
toproduction at midrapidity, the longitudinal density distribu-
tion may be neglected and the ions may be treated as discs. Nu-
clei are azimuthally symmetric, so the radial distribution can
be determined with a Fourier–Bessel (Hankel) transformation:

F (b) ∝ 1
2π

∫ ∞

0
dpT pT J0(bpT )

√
dσ

dt
. (8)

Figure 9 shows the result of this transform in the region
|t | < 0.06 (GeV/c)2. Several features are visible. The tails of
F (b) are negative around |b| = 10 fm. This may be due to in-
terference between the two nuclei, since the drop in dσ/dt for
|t | < 0.0002 (GeV/c)2 is due to what is effectively a negative
amplitude for photoproduction on the “other” nucleus [43].

We varied the maximum |t | used for the transform over the
range 0.05 to 0.09 (GeV/c)2. This led to substantial variation
at small b, shown by the cyan region in Fig. 9. The origin
of this variation is not completely clear, but it may be related
to aliasing due to the lack of a windowing function [44], or
because of the limited statistics at large |t |. There is much
less variation at the edges of the distribution, showing that the
transform is stable in the region 4 < b < 7 fm. The full-width
half-maximum (FWHM) of the distribution is 2(6.17 ± 0.12)
fm. This FWHM is a measure of the hadronic size of the gold
nucleus. With theoretical input, it could be compared with
the electromagnetic (proton) radius of gold, as determined by
electromagnetic scattering. The difference would be a measure
of the neutron skin thickness of gold, something that is the
subject of considerable experimental interest [45,46].

There are a few effects that need to be considered in
comparing the distribution in Fig. 9 with nuclear data.
Because of the significant qq dipole size, ρ0 production
occurs preferentially on the front side of the nucleus, and the
contribution of the central region is reduced. Since the photons
come from the fields of the other nucleus, the photon field is
not uniform across the target; it is stronger on the “near” side.
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FIG. 9. The target distribution in the transverse plane, the result
of a two-dimensional Fourier transform (Hankel transform) of the
XnXn and 1n1n diffraction patterns shown in Fig. 8. The integration
is limited to the region |t | < 0.06 (GeV/c)2. The uncertainty is
estimated by changing the maximum −t to 0.05, 0.07, and 0.09
(GeV/c)2. The cyan band shows the region encompassed by these −t

values. To highlight the similarity of both results at their falling edges,
the resulting histograms are scaled by their integrals from −12 to
12 fm. The FWHM of both transforms is 2(6.17 ± 0.12) fm,
consistent with the coherent diffraction of ρ0 mesons off an object as
big as the Au nuclei.

Finally, the interference between production on the two targets
alters the distributions at large |b|.

V. SUMMARY AND CONCLUSIONS

STAR has made a high-statistics study of ρ0, ω, and direct
π+π− photoproduction in 200 GeV/nucleon-pair gold-on-
gold ultraperipheral collisions, using 384 000 π+π− pairs.

We fit the invariant-mass spectrum to a mixture of ρ0,
ω, direct π+π−, and interference terms. The ratio of direct
π+π− to ρ0 is similar to that in previous measurements,
while the newly measured ω contribution is comparable with
predictions based on the previously measured γp → ωp
cross section and the ω → π+π− branching ratio. The
relative fractions of ρ0, ω, and direct π+π− do not vary
significantly with rapidity, indicating that they all have a
similar dependence on photon energy.

We also measure the cross section dσ/dt over a wide range
and separate out coherent and incoherent components. The
coherent contribution exhibits multiple diffractive minima,
indicating that the nucleus is beginning to act like a black disk.

This measurement provides a nice lead-in to future studies
of photo- and electroproduction at an electron-ion collider
(EIC) [47], where nuclei may be probed with photons at a
wide range of Q2 [48].
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TABLE VII. The coherent and incoherent cross sections for ρ0 photoproduction within |y| < 1 with XnXn

and 1n1n mutual excitation, and their ratios.

Parameter XnXn 1n1n

σcoh. 6.49 ± 0.01 (stat.) ± 1.18 (syst.) mb 0.770 ± 0.004 (stat.) ± 0.140 (syst.) mb
σincoh. 2.89 ± 0.02 (stat.) ± 0.54 (syst.) mb 0.162 ± 0.010 (stat.) ± 0.029 (syst.) mb
σincoh./σcoh. 0.445 ± 0.015 (stat.) ± 0.005 (syst.) 0.233 ± 0.007 (stat.) ± 0.007 (syst.)

If the nuclear excitation was completely independent of ρ
photoproduction, then the cross-section ratio for incoherent
to coherent production should not depend on the type of
nuclear excitation studied. It is not; the difference could
signal the breakdown of factorization, for a couple of reasons.
One possibility is that unitarity corrections play a role by
changing the impact parameter distributions for 1n1n and
XnXn interactions. When b ! 2RA, the cost of introducing
another low-energy photon into the reaction is small. So one
photon can excite a nucleus to a GDR, while a second photon
can further excite the nucleus, leading to Xn emission rather
than 1n [18]. The additional photon alters the impact parameter
distributions for the 1n1n and XnXn channels. The XnXn
channel will experience a slightly larger reduction at small |t |
due to interference from the two production sites. This may
slightly alter the measured slopes and coherent-to-incoherent
ratios. Alternately, at large |t |, a single photon can both produce
a ρ0 and leave the target nucleus excited, breaking the assumed
factorization paradigm. The rate has not been calculated for ρ0,
but the cross section for J/ψ photoproduction accompanied by
neutron emission is significant [39]. This calculated J/ψ cross
section is noticeably less for single neutron emission than for
multineutron emission, so ρ0 photoproduction accompanied
by neutron emission might alter the XnXn incoherent-to-
coherent cross-section ratio more than that of 1n1n. The differ-
ence between the ratios for 1n1n and XnXn collisions is some-
what larger than was found in a previous STAR analysis [7].

The dσ/dt for coherent ρ0 photoproduction accompanied
with mutual dissociation of the nuclei into any number of
neutrons (XnXn) and only one neutron (1n1n) is shown
in Fig. 8 with red and blue markers, respectively. In both
1n1n and XnXn events, two well-defined minima can
clearly be seen. In both spectra, the first minima are at
−t = 0.018 ± 0.005 (GeV/c)2. Second minima are visible at
0.043 ± 0.01 (GeV/c)2. To first order, the gold nuclei appear
to be acting like black disks, with similar behavior for 1n1n
and XnXn interactions.

A similar first minimum may be visible in ALICE data for
lead-lead collisions. Figure 3 of Ref. [8] shows an apparent dip
in dN/dpT for ρ0 photoproduction, around pT = 0.12 GeV/c
[−t = 0.014 (GeV/c)2]. Lead nuclei are slightly larger than
gold nuclei, so the dip should be at smaller |t |.

These minima are shallower than would be expected for
γ -A scattering, because the photon pT partly fills in the dips in
the γ -A pT spectrum. There are several theoretical predictions
for the locations and depths of these dips. A classical Glauber
calculation found the correct depths, but slightly different
locations [40]. A quantum Glauber calculation did a better
job of predicting the locations of the first minimum [10],
although that calculation did not include the photon pT , so

missed the depth of the minimum. However, quantum Glauber
calculations which included nuclear shadowing predict that,
because of the emphasis on peripheral interactions, the nuclei
should be larger, so the diffractive minima are shifted to lower
|t | [41]. For ρ photoproduction with lead at LHC energies,
this calculation predicted that the first minima should be at
about 0.0165 (GeV/c)2 without the shadowing correction,
and 0.012 (GeV/c)2 with the correction. These values are
almost independent of collision energy but depend on the
nuclear radii. Scaling by the ratio of the squares of the
nuclear radii, 1.078, the predictions are about 0.0177 (GeV/c)2

without the shadowing correction, and 0.0130 (GeV/c)2 with
the shadowing. The data are in better agreement with the
prediction that does not include the shadowing correction.

The Sartre event generator run in UPC mode at RHIC
energies [42] produces a Au nucleus recoil after ρ0 elastic
scattering with a very good agreement with the ρ0 t distribution
presented here. That is not surprising, since it includes
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FIG. 8. dσ/dt for coherent ρ0 photoproduction in XnXn events
(filled red circles) and 1n1n events (open blue circles). The filled
bands show the sum in quadrature of all systematic uncertainties listed
in Table V and the statistical errors, which are shown as vertical lines.
The red and blue lines show an exponential fit at low t , as discussed in
the text. The inset shows, with finer binning at low pT , the effects of
the destructive interference between photoproduction with the photon
emitted by any of the two ions.
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Diffractive dips in -t = pT2 observed with coherent ρ  
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2D fourier transformation varying maximum -t

Topic of great interest for the EIC, also with ϕ & J/ψ, in both DIS and 
photo production, and with differing sensitivity to saturation effects 

(but important backgrounds from incoherent processes)  
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C

A BA+A Collision p+A Collision

Figure 1: (A) A Feynman-like diagram for a gold-gold interaction in which there is exclusive
photo-nuclear production of a ⇢0 meson that subsequently decays to a ⇡+⇡� pair. Quantum
interference between the transverse linear polarization from the photon in each diagram results
in an observed cos 2� dependence despite the two diagrams not sharing any internal lines. (B) A
diagram for the same process in a proton on gold interaction, where essentially no interference
takes place due to the large difference in charge between the proton and the gold nucleus. (C)
An illustration of a photo-nuclear interaction occurring between two ultra-relativistic nuclei
separated by a nucleus-nucleus impact parameter (~b) of several nuclear radii. While only one
⇢0 is produced, two possible configurations contribute to the amplitude, one where a photon is
emitted by the field of nucleus 1 (A1) and a Pomeron by nucleus 2 (A2), and vice-versa. Vectors
representing the 2D momentum in the plane transverse to the beam (along the z-axis) are shown
for the photons (�), Pomerons (P), ⇢0, and ⇡±. The angle �, a proxy for the ⇢0 polarization
direction, is defined in terms of the sum and difference of the 2D momentum of the ⇡+ and ⇡�.
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STAR  pairs vs. Models−π+πSignal B
=200 GeVNNsAu +Au

Model I: R=6.38 fm, a=0.535 fm

Model II: R=6.9 fm, a=0.535 fm

=200 GeVNNsAu +Au

Model I: R=6.38 fm, a=0.535 fm

Model II: R=6.9 fm, a=0.535 fm

Figure 5: (A) Radial parameter as a function of the � angle for Au+Au and U+U with an
empirical second order modulation fit. (B) Comparison between the fully corrected Au+Au
distribution and theoretical calculations (36, 37) that include the photon’s linear polarization
and two-source interference effects.

spin alignment ([29.2±0.4(stat.)±0.4(syst.)]% in Au+Au and [23.8±0.6(stat.)±0.6(syst.)]%

in U+U) show a definite interference effect due to the non-locality of the pion wave functions.

Through this measurement, we can also set a limit on whether or not the wave functions expe-

rience decoherence due to the decay process or other activity in their vicinity. The prediction

from Model I matches well with data while the prediction from Model II is about 20% above

the data as shown in Fig. 5B. This implies the coherence is at least 80%.

Conclusion

This measurement of photo-nuclear production in Au+Au and U+U collisions constitutes the

first utilization of the interacting photon’s transverse linear polarization recently demonstrated

by STAR in measurements of the �� ! e+e� process. We observe a significant cos 2� modula-

tion through the ⇢0 ! ⇡+⇡� production channel. The observed amplitude and structure of the

cos 2� vs. PT distribution (in Au+Au and U+U collisions) is qualitatively consistent with theo-

retical calculations that include quantum interference effects due to the photon’s transverse lin-

22

the unmeasured (anti-)neutrino), originate from the same primordial process (e.g. diffractive

photoproduction of a ⇢0 or direct ⇡+⇡� pair) that we study. However, they are undesirable for

the measurement in question since the decay randomizes the angle and momentum of the mea-

sured final-state charged track. The use of precise particle time-of-flight (TOF) measurement

(see Materials and Methods) helps reject pairs in which one (or both) of the charged pions de-

cay, especially for pairs where either daughter track has low transverse momentum (pT < 300

MeV). The lower invariant mass threshold (M⇡⇡ > 0.65 GeV) is useful for further reducing

the contamination from such events since pairs with a daughter ⇡± that decays to a µ± and an

(anti-)neutrino are generally reconstructed with an invariant mass shifted to a smaller value (14).

Data Analysis

An angular distribution, sensitive to photon polarization interference effects, is constructed from

selected ⇡+⇡� pairs using the � observable (37), defined as:

cos� = ( ~pT1 + ~pT2) · ( ~pT1 � ~pT2)/(| ~pT1 + ~pT2|⇥ | ~pT1 � ~pT2|) (1)

where ~pT1 and ~pT2 are the 2D momentum vectors of the daughter pions in the plane transverse

to the beam direction. At the relevant kinematics to this study with | ~pT1+ ~pT2| << | ~pT1� ~pT2|,

� angle from Eq. 1 is equivalent to the angle between the momentum of the parent momentum

and the momentum of one of its daughters. Therefore we use these descriptions interchangeably

throughout this Article. In order to remove any effect due to charge-dependent track reconstruc-

tion efficiency, ~pT1 and ~pT2 are randomly assigned from the daughter ⇡+ and ⇡� in each event.

This has the additional effect of naturally eliminating any odd harmonics of the distribution.

However, recent calculations have suggested that odd harmonics of the � distribution may be

sensitive to Coulomb-nuclear interference effects (57), and will therefore be pursued in detail

in future work. The transverse momentum distribution of the parent ⇢0 can be decomposed into

11

Linear polarized photons lead to distinct interferometric 
effects in A+A (not in p+A) which are also sensitive  
to nuclear geometry (via fits to -t distributions)

arXiv:2204.01625

Just as with dileptons, polarization offers a unique 
handle on imagine the nucleus with vector mesons

Isaac Upsal, Tues parallel
Yajin Zhou, Thurs parallel
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Azimuthal anisotropy in coherent r0 photoproduction ALICE Collaboration

to vary with the colliding nuclei and the center-of-mass energy by less than the current experimental
uncertainties.

Table 2: Amplitudes of the cos(2f) modulation of the r0 yield as a function of f in all neutron classes, with
statistical and systematic uncertainties. An estimate of the median impact parameter of the collision in each
neutron class, obtained with the nO

On MC, is also reported, as well as the predictions by the H. Xing et al. [15] and
W. Zhao et al. [44] models.

Neutron class median b (nO
On) amplitude stat. syst. H. Xing et al. W. Zhao et al.

0n0n 49.0 fm 0.028 0.011 0.003 0.015 – 0.031 0.042 – 0.044
Xn0n 22.5 fm 0.14 0.04 0.016 0.14 – 0.19 0.136 – 0.138
XnXn 18.2 fm 0.25 0.06 0.03 0.26 – 0.29 0.200 – 0.214

0n0n Xn0n + 0nXn XnXn
0

0.05

0.1

0.15

0.2

0.25

0.3

0.352a  = 5.02 TeVNNsALICE Pb-Pb UPC 
0ρ Pb + Pb + →Pb + Pb 

| < 0.8y, |c < 0.1 GeV/
T
p

ALICE
c < 0.06 GeV/

T
p = 200 GeV, NNsAu UPC −STAR Au

c < 0.06 GeV/
T
p = 193 GeV, NNsU UPC −STAR U

H. Xing et al.
W. Zhao et al.

Figure 3: Amplitudes of the cos(2f) modulation of the r0 yield in Pb–Pb collisions at
p

sNN = 5.02 TeV in all
neutron classes. The results are compared with the Xing et al. [15] and W. Zhao et al. [44] model predictions and,
for the XnXn class, with the STAR results [20] in Au–Au and U–U collisions at RHIC. For all the experimental
data points, statistical uncertainties are represented with a bar and systematic uncertainties with a box.

5 Summary

The first measurement of the impact-parameter dependent angular anisotropy in the pion-pair decay of
coherently photoproduced r0 mesons from Pb–Pb ultraperipheral collisions at a center-of-mass energy ofp

sNN = 5.02 TeV, performed with the ALICE detector, has been presented. The anisotropy is quantified
via the distribution of the azimuthal angle f , defined in Sec. 3.2. The impact parameter is estimated
considering neutron emission at forward rapidity. A significant, impact-parameter dependent, cos(2f)
modulation is observed, with the amplitude of the modulation increasing by about one order of magnitude
from the 0n0n (no neutrons emitted, large impact parameter) to the XnXn (neutrons emitted by both
colliding nuclei, relatively small impact parameter) class. This trend is reproduced by the theoretical
models [15, 44]. The result for the XnXn class is compatible with similar measurements by the STAR
Collaboration.
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Experimental XnXn

Figure 2: Example of a simultaneous fit to the r0 yield as a function of f , used to extract the amplitude of the
cos(2f) modulation in all neutron classes. The contribution of each physical class to the yield in all experimental
classes is shown.

range, modeling of the r0 signal, and treatment of background. The uncertainty was obtained as the
standard deviation of the distribution of the fitted amplitudes over the 48 trials mentioned in Sec. 3.4.
This uncertainty is 12% for 0n0n, 9% for Xn0n, and 13% for XnXn.

An additional systematic uncertainty, related to the definition of the f angle, was estimated by testing two
variations in the analysis strategy. In the first variation, f is computed according to the charge definition
mentioned in Sec. 3.2. In this case, the yield distribution can have a sizeable cos(f) component [17],
which is added to the fit function of Eq. (8), with its amplitude as an additional free parameter. In the
second variation, the average definition of f is used, as in the default strategy, but a cos(f) component
is nevertheless added to the fit function. The systematic uncertainty was evaluated in each class as the
largest difference between the result obtained with the default setting and that obtained with the two
strategies presented in this paragraph. It amounts to 3.6% for 0n0n, 5.6% for Xn0n, and 3.3% for XnXn.

As a consistency check for the Acc⇥ e correction, the analysis was repeated in several rapidity sub-
ranges, each containing approximately half the total number of reconstructed r0 candidates. In each
neutron emission class, the amplitudes extracted in sub-ranges were all found to be compatible, within
one standard deviation, with each other and with the amplitude extracted in the full rapidity range. The
uncertainty on the Acc⇥ e correction arises then mainly from the re-weighting procedure described in
Sec. 3.3. It was obtained by using the two values of RX for which the c2 increases by one unit with
respect to the minimum, instead of the RX value that minimizes the c2. The systematic uncertainty is
estimated in each class as the largest difference between the results obtained with the original and with
the modified sets of weights. It amounts to 2.9% for 0n0n, 0.8% for Xn0n, and 0.9% for XnXn.

The systematic uncertainties related to the migration of events across neutron classes are evaluated by
propagating the uncertainties of the ZN pile-up probability (9%) and efficiency (1%), all taken from
Ref [25], to the extraction of the cos(2f ) amplitude. The resulting uncertainty from pile-up is 0.1%,
2.3%, and 0.9%, respectively, for the 0n0n, Xn0n, and XnXn classes. The uncertainty from the ZN
efficiency is 0.7%, 0.1%, and 0.1%, respectively, for the 0n0n, Xn0n, and XnXn classes.

The contributions to the systematic uncertainty on the amplitude of the cos(2f ) modulation discussed in

8

Brand new result from 
ALICE on these quantum 
interference effects as 
a function of “centrality”!

Comparisons with models 
that treat the ρ production  
as the scattering of color 
dipole off of a CGC

The interference increases 
at smaller impact parameters
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Probing small x parton densities in ultraperipheral AA and
pA collisions at the LHC

Mark Strikman∗

Pennsylvania State University, University Park, PA 16802, USA

Ramona Vogt†
Department of Physics, University of California, Davis, CA 95616, USA

and Nuclear Science Division LBNL, Berkeley, CA 94720, USA

Sebastian White‡
Department of Physics, Brookhaven National Laboratory, Upton, NY 11973, USA

(Dated: January 6, 2014)

We calculate production rates for several hard processes in ultraperipheral proton-nucleus and nucleus-
nucleus collisions at the LHC. The resulting high rates demonstrate that some key directions in small x research
proposed for HERA will be accessible at the LHC through these ultraperipheral processes. Indeed, these mea-
surements can extend the HERA x range by roughly a factor of 10 for similar virtualities. Nonlinear effects on
the parton densities will thus be significantly more important in these collisions than at HERA.

PACS numbers:

Studies of small x deep inelastic scattering at HERA
substantially improved our understanding of strong in-
teractions at high energies. Among the key findings of
HERA were the direct observation of the rapid growth
of the small x structure functions over a wide range
of virtualities, Q2, and the observation of a significant
probability for hard diffraction consistent with approx-
imate scaling and a logarithmic Q2 dependence (“lead-
ing twist” dominance). HERA also established a new
class of hard exclusive processes – high Q2 vector me-
son production – described by the QCD factorization
theorem and related to generalized parton distributions
in nucleons.

The importance of nonlinear QCD dynamics at small
x is one of the focal points of theoretical activity (see
e.g. Ref. [1]). Analyses suggest that the strength of
the interactions, especially when a hard probe directly
couples to gluons, approaches the maximum possible
strength – the black disk limit – for Q2 ≤ 4 GeV2.
These values are relatively small, with an even smaller
Q2 for coupling to quarks, Q2 ∼ 1 GeV2, making it
difficult to separate perturbative and nonperturbative
effects at small x and Q2. Possible new directions
for further experimental investigation of this regime in-
clude higher energies, nuclear beams and studies of the
longitudinal virtual photon cross section, σL. The latter
two options were discussed for HERA [2, 3]. Unfor-
tunately, it now seems that HERA will stop operating
in two years with no further measurements along these
lines except perhaps of σL. One might therefore expect
that experimental investigations in this direction would
end during the next decade.

The purpose of this letter is to demonstrate that sev-
eral of the crucial directions of HERA research can be

continued and extended by studies of ultraperipheral
heavy ion collisions (UPCs) at the LHC. UPCs are in-
teractions of two heavy nuclei (or a proton and a nu-
cleus) in which a nucleus emits a quasi-real photon
that interacts with the other nucleus (or proton). These
collisions have the distinct feature that the photon-
emitting nucleus either does not break up or only emits
a few neutrons through Coulomb excitation, leaving a
substantial rapidity gap in the same direction. These
kinematics can be readily identified by the hermetic
LHC detectors, ATLAS and CMS. In this paper we
consider the feasibility of studies in two of the direc-
tions pioneered at HERA: parton densities and hard
diffraction. The third, quarkonium production, was dis-
cussed previously [4, 5, 6]. It was shown that pA and
AA scattering can extend the energy range of HERA,
characterized by √

sγN , by about a factor of 10 and,
in particular, investigate the onset of color opacity for
quarkonium photoproduction.

p
   

T

A

A

x

x1

2

p
   
T

−

FIG. 1: Diagram of dijet production by photon-gluon fusion
where the photon carries momentum fraction x1 while the
gluon carries momentum fraction x2.

use jets to directly probe nuclear PDFs 
Xn0n topology enhances events, verified by “gap”

ΣγΔη



• Use ZDC as part of primary trigger 
• Require gaps to ensure photonuclear 

topology


• Use jets to define kinematic variables 
akin to variables used in deep inelastic 
scattering 

• Selections on zγ to minimize 
acceptance affects 

• Triple differential cross sections can be 
compared to Pythia8 using nCTEQ 
PDFs 
• Reweighed Pb photon flux

• Modeled correction to account for 

requiring Xn0n


• Final results are complete and paper is 
in preparation! 

ATLAS: Triple differential UPC dijets
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Direct Resolved

Pb

Pb

Selecting at least two 
jets allows access to 
the hard-scattering 
kinematics.
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𝑠𝑁𝑁

Photo-nuclear Dijet Events
Event Selections
• 0nXn requirement for nuclear breakup in exactly one ATLAS 

Zero-Degree Calorimeter (ZDC)
• Large rapidity gaps on one side of the detector

• To veto 𝛾𝛾 → 𝑞ത𝑞, we also require ∆𝜂𝐴
𝑒𝑑𝑔𝑒 > 3

DIS 2022, May 2-6, Santiago de Compostela, Spain Ben Gilbert
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inelastic photonuclear processes

soft inelastic collisions are typically modeled using VDM: ρ+A 
does a “small” hadronic system show collective behavior like p+A & pp?  

ΣγΔη



3D flow in photon-nucleus collisions?
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Observing light-by-light scattering at the Large Hadron Collider

David d’Enterria1 and Gustavo G. Silveira2

1CERN, PH Department, 1211 Geneva, Switzerland
2UC Louvain, Center for Particle Physics and Phenomenology (CP3), Louvain-la-Neuve, Belgium

Elastic light-by-light scattering (γ γ → γ γ) is open to study at the Large Hadron Collider thanks to
the large quasi-real photon fluxes available in electromagnetic interactions of protons (p) and lead
(Pb) ions. The γ γ → γ γ cross sections for diphoton masses mγγ > 5 GeV amount to 105 fb, 260 pb,
and 370 nb in p-p, p-Pb, and Pb-Pb collisions at nucleon-nucleon center-of-mass energies

√
s
NN

= 14
TeV, 8.8 TeV, and 5.5 TeV respectively. Such a measurement has no substantial backgrounds in
Pb-Pb collisions where one expects about 70 signal events per run, after typical detector acceptance
and reconstruction efficiency selections.

PACS numbers: 12.20.-m, 13.40.-f, 14.70.-e, 25.20.Lj

Introduction. – The elastic scattering of two photons in vacuum (γ γ → γ γ) is a pure quantum-mechanical
process that proceeds at leading order in the fine structure constant, O(α4), via virtual one-loop box diagrams
containing charged particles (Fig. 1). Although light-by-light (LbyL) scattering via an electron loop has been
precisely, albeit indirectly, tested in the measurements of the anomalous magnetic moment of the electron [1]
and muon [2], its direct observation in the laboratory remains elusive still today. Out of the two closely-related
processes –photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [3] and photon-splitting in
a strong magnetic field (“vacuum” birefringence) [4, 5]– only the former has been clearly observed [6]. Several
experimental approaches have been proposed to directly detect γ γ → γ γ in the laboratory using e.g. Compton-
backscattered photons against laser photons [7], collisions of photons from microwave waveguides or cavities [8] or
high-power lasers [9, 10], as well as at photon colliders [11, 12] where energetic photon beams can be obtained by
Compton-backscattering laser-light off electron-positron (e+e−) beams [13]. Despite its fundamental simplicity, no
observation of the process exists so far.

In the present letter we investigate the novel possibility to detect elastic photon-photon scattering using the
large (quasi-real) photon fluxes of the protons and ions accelerated at TeV energies at the CERN Large Hadron
Collider (LHC). In the standard model (SM), the box diagram depicted in Fig. 1 involves charged fermions (leptons
and quarks) and boson (W±) loops. In extensions of the SM, extra virtual contributions from new heavy charged
particles are also possible. The study of the γ γ → γ γ process –in particular at the high invariant masses reachable
at photon colliders– has thus been proposed as a particularly neat channel to study anomalous gauge-couplings [11,
12], new possible contributions from charged supersymmetric partners of SM particles [14], monopoles [15], and
unparticles [16], as well as low-scale gravity effects [17, 18] and non-commutative interactions [19].

γ

γ

γ

γ

p,Pb

p,Pb

p,Pb

p,Pb

FIG. 1: Schematic diagram of elastic γ γ → γ γ collisions in electromagnetic proton and/or ion interactions at the LHC. The
initial-state photons are emitted coherently by the protons and/or nuclei which survive the electromagnetic interaction.

Photon-photon collisions in “ultraperipheral” collisions of proton [20, 21] and lead (Pb) beams [22] have been
experimentally observed at the LHC [23–27]. All charges accelerated at high energies generate electromagnetic
fields which, in the equivalent photon approximation (EPA) [28], can be considered as γ beams [29]. The
emitted photons are almost on mass shell, with virtuality −Q2 < 1/R2, where R is the radius of the charge,
i.e. Q2 ≈ 0.08 GeV2 for protons with R ≈ 0.7 fm, and Q2 < 4·10−3 GeV2 for nuclei with RA ≈ 1.2A1/3 fm,
for mass number A > 16. Naively, the photon-photon luminosities are suppressed by a factor α2 ≈ 5·10−5 and

q
q̄

photons interact hadronically via 
fluctuations in quark-antiquark pair

https://www.bnl.gov/newsroom/news.php?a=120817
Phys. Rev. Lett. 129, 252302

3D simulation of a photon-nucleus collision!

Does this system show “flow” like in heavy ions or proton-proton?
Simulations suggest possible, but need to work in full 3D!



Extracting flow contributions
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Two particle correlations of charged particles to extract v2
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v2 and v3 observed - with 
no observed multiplicity 
dependence, and lower 
than p+Pb and pp


Signs of collectivity (QGP) 
in γ+Pb?  γ+p does not 
show this!


Great interest for people 
excited about physics at 
the EIC, esp. high density 
QCD effects


Hydrodynamics can predict 
the data, after being tuned 
to pp/pPb
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−2.5 < η < −1.0 and 1.0 < η < 2.5 and 0.4 < pT <
2 GeV (0.5 < pT < 5.0 GeV) for γ! þ Pb (pþ Pb) colli-
sions. With the specific shear viscosity ηT=ðeþ PÞ ¼ 0.08
in hydrodynamic simulations, we fit the ATLAS vn data for
pþ Pb collisions [51]. The 3D-GLAUBERþMUSICþ
URQMD framework can nicely reproduce the multiplicity
dependence of the experimentally measured vnf2g in
pþ Pb collisions. For Nch < 20, the vnf2g drops because
of the decreasing lifetime of the hydrodynamic phase.
Extrapolating from pþ Pb to γ! þ Pb collisions,
our hydrodynamic calculations reproduce the hierarchy
observed for the elliptic flow coefficient v2 in Nch ∈
½20; 60' in the ATLAS data using the template fit method.
We have checked that the second-order eccentricity ε2 in

γ! þ Pb initial states is very close to that in pþ Pb systems.
However, we find that the longitudinal flow decorrelation is
stronger in γ! þ Pb collisions, which results in smaller
v2f2g with jΔηj > 2. The reasons for the stronger longi-
tudinal flow decorrelation in γ! þ Pb collisions are (1) the
smaller center-of-mass collision energy, which results in a
narrower rapidity coverage of particle production, and
(2) the larger rapidity shift between the center-of-mass
and the lab frames, which increases the decorrelation
effects for jηj < 2.5 in the lab frame. In other words, the
initial transverse geometry is less important than the
longitudinal structure in these two small systems.
This result underlines the importance of performing full

ð3þ 1ÞD simulations when quantitatively studying collec-
tivity in small collision systems, and demonstrates that the
elliptic flow hierarchy between γ! þ Pb and pþ Pb colli-
sions is compatible with a picture where final-state effects
dominate the generation of momentum anisotropies.
Our model predicts that triangular flow in γ! þ Pb

collisions is smaller than that in pþ Pb collisions at the
same charged hadron multiplicity, again because of the
larger longitudinal decorrelation. Consequently, the order-
ing of v3f2g between γ! þ Pb and pþ Pb collisions in our
model is opposite to the ATLAS data, which show a larger
v3f2g in γ! þ Pb collisions. The magnitude of v3f2g in
γ! þ Pb collisions may be sensitive to vector meson’s
detailed substructure fluctuations.
Figure 4 shows our model comparison for the charged

hadron pT-differential elliptic flow v2ðpTÞwith the ATLAS
measurements in 20 < Nch < 60 and Nch > 60 γ! þ Pb
and pþ Pb collisions [25,51]. Our v2ðpTÞ result for the
Nch > 60 events in pþ Pb collisions shows excellent
agreement with the ALTAS data, marking a good baseline
to study the v2ðpTÞ in γ! þ Pb collisions. Comparing this
result with the one from the 20 < Nch < 60multiplicity bin
of pþ Pb collisions, we see a sizable suppression of
v2ðpTÞ for pT > 1 GeV in the lower multiplicity bin
because of a shorter fireball lifetime.
The v2ðpTÞ in γ! þ Pb collisions in the same 20 <

Nch < 60 multiplicity bin is 10%–15% smaller than the
pþ Pb v2ðpTÞ across all pT values because of the larger

longitudinal decorrelation with the reference flow angle in
γ! þ Pb collisions. Our model prediction agrees reasonably
well with the ATLAS data for pT < 2.0 GeV. The ATLAS
UPC v2ðpTÞ decreases quickly as pT increases above
1.6 GeV. This behavior is not seen in our calculations.
For pT above 2 GeV, other physics processes, such as quark
recombination, which are not included here, start to be
important for anisotropic flow coefficients [16,55].
Finally, we explore the sensitivity of v2ðpTÞ to the vector

meson transverse size in γ! þ Pb collisions. Because in the
experiment the incoming γ!’s virtuality Q2 fluctuates from
event to event, the projectile vector meson’s average size
also fluctuates as it is inversely proportional to Q2. This
adds to the geometric fluctuations resulting from the
random positions of the two hot spots (at fixed average
size). We estimate the uncertainty on the final v2ðpTÞ from
such Q2 fluctuations by running simulations at different
values of Q2. We perform this exercise at fixed center-of-
mass energy, which requires less statistics. As the v2f2g
depends only weakly on the collision energy (see
Supplemental Material [56]) results for fluctuating energies
are expected to be similar. Figure 5 shows that vector
mesons with large virtuality result in smaller elliptic flow
coefficients because there is less transverse space for the
geometry to fluctuate and the average ellipticities are
smaller. Increasing the virtuality from 0.04 to
0.25 GeV2, the v2ðpTÞ in γ! þ Pb decreases monotonically
(we remind the reader that the default value is
Q2 ¼ 0.0625 GeV2). The overall relative variation is about
30%. Future experiments at an Electron-Ion Collider will
provide direct access to the photon’s virtuality. Therefore,
one will be able to systematically test the predictions from
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FIG. 4. The pT-differential elliptic flow coefficient v2ðpTÞ of
charged hadrons in pþ Pb and γ! þ Pb collisions from the
3D-GLAUBERþMUSICþ URQMD simulations are compared
to ATLAS data [25,51]. The v2ðpTÞ are calculated using the
scalar-product method by imposing jΔηj > 2 between the particle
of interest and the reference charged hadrons in −2.5 < η < 2.5
and 0.5 < pT < 5.0 GeV (0.4 < pT < 2.0 GeV) for pþ Pb
(γ! þ Pb) collisions.
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compact initial state
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Figure 1 shows our model results for the charged hadron
pseudorapidity distributions dNch=dη in 0%–90% pþ Pb
collisions and in γ" þ Pb collisions for the event class with
Nch > 10 and 0.4 < pT < 5.0 GeV in the jηj < 2.5 range.
Following the ATLAS analysis [54], centrality classes in
pþ Pb collisions are determined using the total transverse
energy measured in the Pb-going direction of the forward
calorimeter at −4.9 < η < −3.1. Our model reproduces the
shape and magnitude of the pþ Pb dNch=dη very well.
The predicted dNch=dη in γ" þ Pb collisions shows a

strong asymmetry in the η direction, which clearly dem-
onstrates the strong violation of longitudinal boost invari-
ance. Implementing fluctuations of ffiffiffiffiffiffiffiffisγ"N

p according to
Eq. (1) leads to a good description of the shape of the
dNch=dη distribution in Pbþ Pb UPCs measured by the
ATLAS Collaboration. Overall, it is remarkable that a final-
state-dominated framework can predict the experimental
charged hadron rapidity distribution in photonuclear events
within 10%. We note that the ATLAS data on dNch=dη in
UPCs have been normalized to the value computed by
DPMJET-III γ þ Pb at η ¼ 0 [25]. We divide the ATLAS
data of dNch=dη in UPCs by 1.2 to normalize to our result
at η ¼ 0.
The good description of the charged hadron rapidity

distributions provides a solid basis for us to quantitatively
study flow observables with the same kinematic cuts as
done in the experimental analysis. Figure 2 shows the
identified particles’ mean transverse momenta hpTi as
functions of charged hadron multiplicity in pþ Pb and
γ" þ Pb collisions. Compared with the ALICE pþ Pb
measurements [52], the 3D-GLAUBERþMUSICþ
URQMD framework reproduces the mass hierarchy of
the hpTi of pions, kaons, and protons as a result of the
system’s collective radial expansion. The mean pT of pions
and protons are overestimated by 10%, which can be

improved by including bulk viscous effects in the hydro-
dynamic evolution. Our model predicts that the identified
particles’ mean pT in γ" þ Pb collisions are very similar to
those in pþ Pb collisions at the same charged hadron
multiplicity. This is a consequence of using the same hot
spot size in both systems, which leads to a similar amount
of radial flow. Our mean pT result provides a quantitative
prediction, and experimental confirmation will be a strong
indication that the system produced in γ" þ Pb collisions
experiences strong final-state effects.
In Fig. 3, we show the multiplicity dependence of

the pT-integrated anisotropic flow coefficients v2f2g
and v3f2g computed with the scalar-product method,
which uses two subevents with the kinematic cuts
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Also predicts expansion will be the same in 𝛄-nucleus collisions as in 
proton-nucleus collisions at same Nch

ATLAS recently measured this, and observes average transverse 
momentum to be similar in some regions, but not all - hints of 3D flow!



• “Light”ning tour of what can be done with UPC at the LHC 

• Photon-photon processes 
• electrons, muons, tau lepton pairs, photon-pairs

• Probing both QED and BSM physics


• Photonuclear processes 
• Jet production to probe nuclear PDFs

• Soft hadron production - studies of collectivity (full circle back to the hadronic program!)

• Exclusive vector meson is already providing a wealth of insight, which will only increase 

with integrated luminosity


• LHC Run 3 finally began in 2023 
• Expect x3 more data than in Run 2 (2015-2018)

• New detector capabilities from the Phase 1 upgrades

• Lots of new exciting results to come!


• I didn’t even get to the Pb+p program (or O+O or p+O) 
• Interesting workshop coming up at CERN interested in this

• “Physics with high-luminosity proton-nucleus collisions at the LHC - Workshop” - 

https://indico.cern.ch/event/1389579/

Summary
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As mentioned in Section 3, the minimum bias data collected in pp collisions in Run 3 in 2022 and
2023 is more than 3 times than Run 2. After using the double gap topology, the events are selected with
two opposite charge tracks. Then, the particle identification is carried out by TPC down to low pT based
on specific energy loss (pion, kaon hypothesis). Such analyses show visible resonances in raw invariant
mass distributions of opposite-sign pions and kaons (see Fig. 10). It will be possible to study strangeness
in double gap events with �1020 and f2(1525) states.

Figure 10 – Raw invariant mass distributions of two pions and two kaons candidates of CEP events in pp collisions.

6 Summary

The field of UPCs in Run 3 and Run 4 is of great scientific interest. ALICE has already collected intriguing
data from both Pb-Pb and pp collisions, with upcoming prospects for p-Pb data collection. These
endeavours promise precision measurements of non-linear QCD e↵ects such as saturation, the discovery
of new resonances, and the exploration of new physics phenomena such as ALPs and Tetraquarks. UPCs
also o↵er avenues for investigating strangeness, heavy-quarkonia like Upsilon states, and open charm.
The new analysis framework is equipped to manage the anticipated event rates throughout Run 3 and
beyond.
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