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This figure shows galaxies discovered by the Sloan Digital Sky Survey (SDSS).    Galaxy 
filaments forming the cosmic web consist of walls of gravitationally bound galactic 

superclusters that can be seen by eye. The figure shows galaxies up to around 2 billion 

light-years away (z=0.14). Figure Credit: M. Blanton and SDSS



The space-time distribution of galaxies as a function of redshift. This  DESI 
data has the Earth on the left and looks back in time to the right.  Every dot 

represents a galaxy (blue) or quasar (red).   The upper wedge includes 
objects all the way back to about 12 billion years ago. The bottom wedge 
zooms in on the closer galaxies in more detail. The clumps, strands, and 

blank spots are real structures in the Universe showing how galaxies group 
together or leave voids on gigantic scales. Figure Credit: Eleanor Downing/

DESI collaboration



Figure 3: The matter power spectrum (at z = 0) inferred from different cosmological probes 
showing how CMB, LSS, clusters, weak lensing, and Ly-α forest all constrain matter power 
spectrum P(k). The spectrum measures the power of matter fluctuations on a given scale k. For 
the long wave length perturbations it has power-law behaviour P(k) ∝ kns with the scalar spectral 
index ns = 0.967 ± 0.004, tilted away from the scale invariant ns = 1 Harisson- Zeldovich 
spectrum. The sound waves diminish the strength of small scale fluctuations, and power spectrum 
tends to fall as P (k) ∝ k−3 for k ≥ 2 × 10−2[h Mps−1]. 



Galaxies are not distributed uniformly in space and time, as it can 
be seen in Fig. 1 and Fig. 2 representing the data of the Sloan 
Digital Sky Survey  and of the Dark Energy Spectroscopic 
Instrument collaboration. Extended galaxy redshift surveys 
revealed that at a large-scale the Universe consists of matter 
concentrations in the form of galaxies and clusters of galaxies of 
Mpc scale, as well as filaments of galaxies that are larger than 10 
Mpc in length and vast regions devoid of galaxies. The James 
Webb ST telescope and the Euclid mission will observe the first 
stars and galaxies that formed in the Universe from the epoch of 
recombination to the present day. The Large Scale Structure (LSS) 
of the Universe is this pattern of galaxies that provides information 
about the spectrum of matter density fluctuations shown in Fig. 3 



The prevailing theoretical paradigm regarding the existence 
of LSS is that the initial density fluctuations of the early 
Universe seen as temperature deviations in the Cosmic 
Microwave Background (CMB) grow through gravitational 
instability into the structure seen today in the galaxy density 
field. The best constraints on the matter density fluctuations 
come from the study of the CMB temperature fluctuations 
generated at the epoch of the last scattering of the radiation. 
The LSS of galaxies provides independent measurements of 
density fluctuations of similar physical scale, but at the late 
epoch. The combination of CMB measurements with 
measurements of LSS provide independent probes of the 
matter power spectrum in complementary regions shown in 
Fig.3. 
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Figure 10: The left-hand figure shows the conjugate points p and q on the geodesic “(s)
(10.144). The right-hand figure shows the congruence of geodesic trajectories of the two-
dimensional Yang-Mills mechanical system LY M = 1

2(ẋ2+ẏ
2)≠ 1

2x
2
y

2 [47, 49, 50, 52, 53, 48, 54].
The trajectories start at the point x = y = 0 and at di�erent angles. As the angle varies
the trajectories intersect one another on a clearly visible enveloping curve - one-dimensional
analogues of caustic in geometrical optics (semi-cubical cusp singularity investigated by H.
Whitney [30, 55, 86]). A caustic is defined as a curve to which the trajectories are tangent and
at which the density of trajectories is large. The density is finite in the case of N-body system
and the trajectories ”hit” the caustic with some delays.

In summary, we have the Jacobi equations (5.51) that describe the deviation of the geodesic
trajectories and allow to investigate their stability and the Raychaudhuri equation (9.125)
describing the global characteristics of the congruence of geodesic trajectories. Notice that
in the evolution equations (5.51) and (9.125) the curvature appears in di�erent forms. In the
Jacobi deviation equations it is the sectional curvature (5.55) that plays a dominant role, while
in the Raychaudhuri equation (9.125) the Ricci tensor is doing so.

10 Geodesic Focusing, Conjugate Points and Caustics
If the solution ”q

–
‹ of the Jacobi equations (5.51) vanishes at two distinct points p and q on

a geodesic trajectory “(s), while not vanishing at all points of “(s), then p and q are called a
pair of conjugate points (see Fig.10):

”q
–
‹(p) = 0, ”q

–
‹(q) = 0. (10.144)

The conjugate points are characterised by the existence of a nonzero solution of the Jacobi equa-
tion that vanishes at the points p and q along the geodesic. Conjugate points, or focal points,
are therefore the points that can be joined by a 1-parameter family of geodesics. The existence
of conjugate points tells that the geodesics fail to be length-minimising. All geodesics are
locally length-minimising, but not globally. This phenomenon arises when geodesics through

36



1 2 3 4 5
x

-0.5

0.5

y

Caustics  in Yang Mills Classical Mechanics


Figure 10: The left-hand figure shows the conjugate points p and q on the geodesic “(s)
(10.144). The right-hand figure shows the congruence of geodesic trajectories of the two-
dimensional Yang-Mills mechanical system LY M = 1

2(ẋ2+ẏ
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2 Geometrisation of Self-Gravitating N-body System
By the geometrisation of N-body dynamics we mean the correspondence that maps and puts
into the one-to-one correspondence the Euler-Lagrangian equation of interacting particles with
the geodesic equation on the Riemannian manifold Q

3N , which is equipped by the Maupertuis-
Euler-Jacobi metric [77, 78, 79]. The geometrisation of the N-body dynamics has a great
advantage because it reduces the investigation of N-body dynamics to the investigation of the
properties of geodesic flows on a Riemannian manifold. The geodesic flows on Riemannian
manifolds is an intensive subject of research, and the methods that were developed in this field
provide a powerful tool that allows to investigate the stability of the geodesic trajectories, the
behaviour of the congruence of geodesic trajectories, conjugate points and caustics [58, 66, 67],
investigate the intrinsic properties of the dynamical systems per se [80, 81, 82, 83, 84, 85, 86, 87].
The geometrical formulation of classical dynamics has a universal character and was applied to
the investigation of nonlinear dynamics of Yang-Mills field and self-gravitating N-body systems
[47, 49, 50, 53, 48, 54, 51, 88, 89].

Let us consider a system of N massive particles with masses M– and the coordinates

q
–(s) = (M1/2

1 r̨1, ..., M
1/2
N r̨N), – = 1, ..., 3N, (2.6)

that are defined on a Riemannian coordinate manifold q
–(s) œ Q

3N and have the velocity
vector

u
–(s) = dq

–

ds
, (2.7)

where s is the proper time parameter along the trajectory “(s) in the coordinate manifold Q
3N .

It is fundamentally important that the definition of the coordinates q
– includes the masses of

the particles. The conformally flat Maupertuis’s metric on Q
3N is defined as [77, 78, 79, 86,

47, 51]
ds

2 = g–—dq
–
dq

—
, g–— = ”–—(E ≠ U(q)) = ”–—W (q), (2.8)

where particles are interacting through the potential U(q) (see Appendix A). An N-body system
can be in a background field of the expanding Universe and in that case the potential function
will contain an additional part that describes the background potential that influences the
motion of the particles in a background field. Due to the proper time parametrisation of the
trajectories it follows from (2.7) and (2.8) that the velocity vector is of a unit length:

g–—u
–
u

— = 1. (2.9)
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The resulting phase space manifold (q, u) œ W
6N≠1 has a bundle structure with the base q œ

Q
3N and the (3N-1)-dimensional spheres S

3N≠1 of unit tangent vectors u
– (2.9) as fibers. The

geodesic trajectories on the Riemannian manifold Q
3N are defined by the following equation:

d
2
q

–

ds2 + �–
—“

dq
—

ds

dq
“

ds
= 0, (2.10)

where the Christo�el symbol �⁄
–— denotes the torsion-free connection on Q

3N . Let us demon-
strate that the geodesic equation (2.10) coincides with the Euler-Lagrangian equation for the
particles that are interacting through the potential U(q) in (2.8). Contracting the Christo�el
symbols �–

—“ with the velocity vectors u
– in (2.10) will yield

�–
—“u

—
u

“ = 1
2g

–”
3

ˆg”—

ˆq“
+ ˆg”“

ˆq—
≠ ˆg—“

ˆq”

4
u

—
u

“ = 1
W

3
u

– ˆW

ˆq—
u

— ≠ 1
2g

–— ˆW

ˆq—

4
,

thus the geodesic equation (2.10) reduces to the following form:

d
2
q

–

ds2 + 1
W

3
u

– ˆW

ˆq—
u

— ≠ 1
2g

–— ˆW

ˆq—

4
= 0. (2.11)

The physical time variable t should be introduced by the relation

ds =
Ô

2Wdt, (2.12)

and for the velocity vector we will have

u
– = 1Ô

2W
(M1/2

1
dr̨1
dt

, ..., M
1/2
N

dr̨N

dt
). (2.13)

By transforming the second derivative in the last equation into the physical time2 one can
obtain the following equation:

d
2
q

–

dt2 ≠ Wg
–— ˆW

ˆq—
= d

2
q

–

dt2 + ˆU

ˆq–
= 0.

In terms of the coordinate system (2.6) introduced above (r̨a, a = 1, ..., N) this equation
reduces to the Euler-Lagrangian equation for massive particles interacting though the potential
function U(r̨1, ..., r̨N):

Ma
d

2
r̨a

dt2 = ≠ ˆU

ˆr̨a
, a = 1, ..., N. (2.14)

Thus the N-body dynamics that is described by the Euler-Lagrangian equation (2.14) is put into
the one-to-one correspondence with the geodesic equation (2.10) on the Riemannian manifold

2 d2q–

ds2 =
1

2W 2
d2q–

dt2 ≠ 1
W u– ˆW

ˆq— u—
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particles W
Õ ≥ 1/r

2
ab, while the last two terms are proportional to the second order derivatives

of the potential function and decrease as a cube of the distance between particles W
ÕÕ ≥ 1/r

3
ab

(7.75), (7.76). If the distribution of particles is almost spherical in space, then the quadrupole
moment of the system is close to zero, q

Dab ¥ 0, and the second order derivative terms are
additionally suppressed by a quadrupole moment (7.76). In the forthcoming sections we will
consider the second derivatives terms as the perturbation that can be safely omitted in the first
order approximation. We have to notice that in the general relativity the Riemann curvature
tenser contains terms that are also proportional to the first and second order derivatives of the
gravitational potential function and it is not accidental that the sectional curvatures here have
a similar structure. The physical significance of these terms in the E�ective Field Theory of
Large Scale Structures (EFTofLSS) was recently discussed in [31, 32, 39, 33, 34, 40, 37, 36, 35].

The self-gravitating system of N particles interacts through the gravitational potential
function of the form

U = ≠G
ÿ

a<b

MaMb

rab
, r

i
ab = r

i
a ≠ r

i
b i = 1, 2, 3 a, b = 1, ..., N (7.74)

and the derivatives of the potential function are

ˆU

ˆq–
æ 1

M
1/2
a

ˆU

ˆri
a

,
ˆU

ˆri
a

=
ÿ

b,b”=a

G
MaMb

r
3
ab

r
i
ab,

ˆ
2
U

ˆq–ˆq—
æ 1

(MaMb)1/2
ˆ

2
U

ˆri
aˆr

j
b

, (7.75)

where for the second derivatives one can get

ˆ
2
U

ˆri
aˆr

j
b

= G
MaMb

r
5
ab

D
ij
ab, b ”= a

ˆ
2
U

ˆri
aˆr

j
a

= ≠G
ÿ

c,c ”=a

MaMc

r5
ac

D
ij
ac +

ÿ

c,c ”=a

4fiGMaMc

3 ”
ij

”
(3)(r̨ac). (7.76)

Here D
ij
ab = 3r

i
abr

j
ab≠”

ij
r

2
ab is a quadrupole moment, and the trace of the second order derivatives

is equal to the Laplacian of the potential function

ÿ

a,i

ˆ
2
U

ˆri
aˆri

a

= 4fiG
ÿ

a ”=c

MaMc ”
(3)(r̨ac) (7.77)

and di�ers from zero only in the cases of direct collision of the particles r̨ab = 0.
By introducing angles between force vector F– = ˆW

ˆq– and vectors u
– and ”q

–
‹ we can express

the scalar products in term of corresponding angles:

(u · W
Õ) = |W Õ| cos ◊u, (”q‹ · W

Õ) = |W Õ||”q‹| cos ◊”q‹ , (7.78)
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The Jacobi equations, or equations of geodesic deviation, therefore are:

D”q
–

ds
= u

–
;—”q

—
,

D
2
”q

–

ds2 = ≠R
–
—“‡u

—
”q

“
u

‡ + (u–
;“u

“);—”q
—
. (3.25)

There is no requirement for the motion along the curve “(s) to be geodesic. If the curve “(s)
is a solution of the geodesic equation (3.18), then the last term in the equation (3.25) vanishes
on the geodesic trajectory u

–
;“u

“ = 0 5, and the expression for the relative acceleration (3.25)
will simplify and will depend only on the Riemann curvature6:

D”q
–

ds
= u

–
;—”q

—
,

D
2
”q

–

ds2 = ≠R
–
—“‡u

—
”q

“
u

‡
. (3.26)

The vector field ”q
– defined along the geodesic “(s) and satisfying the above equations is called

a Jacobi field. The equation can be written also in an alternative first-order form:

D”q
–

ds
= ”u

–
,

D”u
–

ds
= ≠R

–
—“‡u

—
”q

“
u

‡
. (3.27)

The above form of the Jacobi equations is inconvenient to integrate because they are written in
terms of covariant derivatives and, secondly, because they are written in terms of separation of
points on geodesic trajectories instead of the physical distance between neighbouring geodesic
trajectories. In the next section we will derive the Jacobi equations in terms of physical distance
between neighbouring geodesic trajectories and in terms of ordinary proper time derivatives.

4 Jacobi Equations for Transversal Deviations
It is the distance between two neighbouring curves that is of a physical interest, and not the
separation of particular points on the neighbouring curves. The aim is to derive the evolution
equations for the deviation ”q

– that is perpendicular to the tangent velocity vector u
– and lies

in the transversal hypersurface �‹ that is defined by the vector ”q
–
‹ normal to the velocity

5
In order to distinguish the congruence of smooth curves {“} from the congruence of geodesic trajectories

we will use the phrase ”curve” for any smooth curve in the coordinate manifold Q3N
and will use the phrase

”geodesic trajectory” for the solution of the geodesic equation (3.18). For the same purpose we will also use

the field-theoretical terminology by referring to a smooth curve as an o�-shell curve and as an on-shell curve
for a geodesic trajectory.

6
The system of geodesic equations (3.18) defines the evolution of an N-body system in the physical phase

space (q, u) œ W 6N≠1
. Its tangent space will be defined as (”q, ”u) œ T 6N≠1

(q,u) . The Jacobi equations (3.26) de-

scribe the evolution of congruence of geodesic trajectories in the tangent vector bundle (q, u, ”q, ”u) œ T 2(6N≠1)
.
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where |u · v|2 = |u|2|v|2 ≠ (u · v)2 and the norm is defined through the scalar product:

(u · v) = g–—u
–
v

—
, |u|2 = (u · u) = g–—u

–
u

—
. (5.54)

The relation between tensor Rij and the sectional curvature (5.53) can be expressed in the
following form:

K(q, u, ”q‹) = R–—“‡”q
–
‹u

—
”q

“
‹u

‡

|”q‹|2 =
q

ij Rijfliflj
q

i fl
2
i

, (5.55)

where we used the decomposition (5.43). Having in hand the equations (5.51) for the normal
deviation ”q‹ in terms of ordinary proper time derivatives one can derive the equation for the
scalar |”q‹|2. The norm |”q‹|2 of the transversal deviation can be computed by using (5.43):

|”q‹|2 =
ÿ

i

fl
2
i , (5.56)

and its derivatives by means of the above equations (5.51):

d

ds
|”q‹|2 = 2flifl̇i = 2uijfliflj = 2”q

–
‹u–;—”q

—
‹, (5.57)

d
2

ds2 |”q‹|2 = 2flifl̈i + 2fl̇ifl̇i = ≠2Rijfliflj + 2uikuijflkflj = ≠2R–—“⁄”q
–
‹u

—
”q

“
‹u

⁄ + 2u
“
;–u“;—”q

–
‹”q

—
‹.

Thus by using the sectional curvature (5.55) one can obtain on-shell equations for the scalar
|”q‹|2 in terms of proper time derivatives:

d

ds
|”q‹|2 = 2”q

–
‹u–;—”q

—
‹

d
2

ds2 |”q‹|2 = ≠2K(q, u, ”q‹)|”q‹|2 + 2|”u‹|2. (5.58)

The last term is a square of the deviation velocity (3.23) and is positive-definite: u
“
;–”q

–
‹u“;—”q

—
‹ =

|”u‹|2 Ø 0. The advantage of this form of the deviation equations is that they are written
mostly in terms of ordinary time derivatives, but still the last term is written in terms of a
covariant derivative. In Appendix C we suggested an additional estimate for the the last term
in the Anosov equation (5.58) that makes relaxation time (6.69) shorter (3.210).

6 Exponential Instability, Lyapunov exponent and Dynamical
Chaos

It follows that in order to study the stability of the trajectories of self-gravitating N-body
systems one should know the properties of the sectional curvature that is entering into the
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The sign of the sectional curvature defines the stability of geodesic trajectories in 
different parts of the phase space (q,u)


In the regions where the sectional curvature is negative  the trajectories of particles 
are unstable, are exponentially diverging, and the self-gravitating  system is  in a 

phase of deterministic chaos.  In the regions where the sectional curvature is 
positive the trajectories are stable, exhibit geodesic focusing, generating caustics.  


A self-gravitating N-body system can be assigned to these distinguished regions of 
the phase space depending  on the initial distribution of particles velocities and 

quadrupole momentum of the system.
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where we used the decomposition (5.43). Having in hand the equations (5.51) for the normal
deviation ”q‹ in terms of ordinary proper time derivatives one can derive the equation for the
scalar |”q‹|2. The norm |”q‹|2 of the transversal deviation can be computed by using (5.43):

|”q‹|2 =
ÿ

i

fl
2
i , (5.56)
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Thus by using the sectional curvature (5.55) one can obtain on-shell equations for the scalar
|”q‹|2 in terms of proper time derivatives:
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ds
|”q‹|2 = 2”q

–
‹u–;—”q
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‹

d
2

ds2 |”q‹|2 = ≠2K(q, u, ”q‹)|”q‹|2 + 2|”u‹|2. (5.58)

K(q, u, ”q‹) > 0 (5.59)

The last term is a square of the deviation velocity (3.23) and is positive-definite: u
“
;–”q

–
‹u“;—”q

—
‹ =

|”u‹|2 Ø 0. The advantage of this form of the deviation equations is that they are written
mostly in terms of ordinary time derivatives, but still the last term is written in terms of a
covariant derivative. In Appendix C we suggested an additional estimate for the the last term
in the Anosov equation (5.58) that makes relaxation time (6.70) shorter (3.211).

6 Exponential Instability, Lyapunov exponent and Dynamical
Chaos

It follows that in order to study the stability of the trajectories of self-gravitating N-body
systems one should know the properties of the sectional curvature that is entering into the
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Particle distribution in the phase space 

and the corresponding sign of the sectional curvature 


chaotic behaviour focusing behaviour 

that generating caustics 

approximated by the force GM
d2 acting on a star by a nearby star at a distance d, where d is

the mean distance between stars. For the shortest collective relaxation time we will get

·collective =
Û

W

(ÒW )2 = “
Èv2Í1/2

fiGMn2/3 , (7.89)

where the numerical coe�cient “ = (15/4)2/31/2
Ô

2. Comparing the collective relaxation time
(7.89) with the Smart-Ambarsumian-Chandrasekhar-Spitzer relaxation time ·b, which is due
to the binary encounters of stars [95, 70, 71, 96, 94, 51, 43, 42, 41], one can get13

·b

·collective
= Èv2Í3/2

G2M2n log N

2GMn
2/3

Èv2Í1/2 = Èv2Í
GMn1/3

2
log N

Ã d

rú
(7.90)

where rú = 2GM
Èv2Í is the radius of e�ective binary scattering of stars. As the astrophysical

observations revealed d ∫ rú, we will get that the collective relaxation time ·collective is much
shorter than the binary relaxation time ·collective π ·b. These time scales and the dynamical
time scale (crossing time)

·dyn = D

Èv2Í1/2 = D
3/2

(GNM)1/2 , (7.91)

which is the time interval for a star to cross a gravitating system of a characteristic size D, are
in the following relation:

·collective ¥ D

d
·dyn, ·b ¥ D

rú
·dyn. (7.92)

These relations demonstrate the hierarchies of the time scales and the length scales that natu-
rally appear in the self-gravitating system in equilibrium 14:

·dyn < ·collective < ·b

D > d > r
ú
. (7.93)

The collective relaxation time (7.89) for typical elliptical galaxies is of the following order [51]:

·galaxies ƒ 6.14 ◊ 109
3Èv2Í1/2

100km
s

431pc
≠3

n

42/33
M§

M

4
years. (7.94)

13
In the articles [95, 70, 71, 96, 94, 75] the formulas for the binary scattering relaxation time and the

evaporation rate of stars from globular clusters were derived.
14

The above consideration was instigated during a private presentation of the collective relaxation mechanism

to Prof. Viktor Ambartsumian. At the end of the presentation he remarked that there should be some sort

of correspondence between the time and length scales in the extended gravitational systems. After returning

back to the o�ce I calculated the ratios (7.92) and found that indeed there is a direct correspondence between

the time and length scales.
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Raychaudhuri Equation and focusing 


where from (9.121)

u–;—u
—;– = 1

3N ≠ 1◊
2 + ◊–—◊

–— ≠ Ê
–—

Ê–—.

Thus the o�-shell derivative of the volume expansion scalar in (9.123) is [58]
d◊

ds
= ≠R–—u

–
u

— ≠ 1
3N ≠ 1◊

2 ≠ ◊
–—

◊–— + Ê–—Ê
–— + (u“

u
–
;“);–. (9.124)

Now, considering the on-shell equation, due to the geodesic equation u
–
;“u

“ = 0 the last
acceleration term vanishes and we will get the Raychaudhuri equation governing the rate of
change of the expansion scalar ◊ of the congruence of geodesic trajectories [58]:

d◊

ds
= ≠R–—u

–
u

— ≠ 1
3N ≠ 1◊

2 ≠ ◊
–—

◊–— + Ê
–—

Ê–—. (9.125)

Here the curvature term R–—u
–
u

— induces contraction or expansion depending on its sign, the
shear term ◊

2 induces a contraction, and the rotation term Ê
2 induces expansion.

It is also useful to calculate the trace of the matrix ||uij|| introduced earlier in (5.48) and
to observe that it is equal to the expansion scalar ◊:

Tr||uij|| = ”ijuij = ‹
–
i u–;—‹

—
i = g

–—
u–;— = ◊, (9.126)

where we used the relations (5.44) and (3.17). Let us consider the transversal deviation ”q
–
‹

(5.43):

”q
–
‹ =

3N≠1ÿ

i=1
fli ‹

–
i

with the coordinates fli equal to the eigenvectors of the matrix uij:

uijflj = ⁄ifli, (9.127)

then the first Jacobi equation (5.51) will reduce to the equation fl̇i = ⁄ifli. The volume element
of a parallelepiped on the hypersurface �‹ that is spanned by the basis vectors {‹

–
i } of the

orthonormal frame {u
—
, ‹

–
i } (5.44) is equal to the antisymmetric wedge product (see Fig. 9):

V‹ =
Ÿ

–

·”q
–
‹ = fl1...fl3N≠1. (9.128)

The proper time derivative of the transversal volume element V‹ on the hypersurface �‹ will
take the following form20:

V̇ = fl̇1.....fl3N≠1 + ....+fl1.....fl̇3N≠1 = (⁄1 + ....+⁄3N≠1) fl1...fl3N≠1 = Tr||uij|| V = ◊ V (9.129)
20

From now on we will use a short notation V‹ © V. The equation for the total volume element is derived

in Appendix D.
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The tensor ◊–— measures the tendency of initially distributed particles to become distorted
and therefore defines a shear perturbation. Shear is distortion in shape without change in
volume, which is trace free (for no change in volume). The expansion scalar ◊ is equal to the
trace of the acceleration tensor u–;— defined as

◊ = 1
2g

–—(u–;— + u—;–) = g
–—

u–;— . (9.118)

The equivalent expression for expansion ◊ can be obtained by projecting the acceleration tensor
into the hypersurface �‹, that is, orthogonal to the tangential velocity vector u

–:

◊ = P
–—

u–;— = (g–— ≠ u
–
u

—)1
2(u–;— + u—;–) = g

–—
u–;— = u

–
;– . (9.119)

The scalar ◊ measures the expansion of a small cloud of neighbouring geodesic trajectories
forming a congruence and as such measures the expansion if ◊ > 0 or the contraction ◊ < 0 of
the system of particles.

The precise physical meaning of the scalar ◊ will be given below. The antisymmetric part
of the acceleration tensor is defined as

Ê–— = 1
2(u–;— ≠ u—;–), g

–—
Ê–— = 0 (9.120)

and measures any tendency of nearby geodesic trajectories to twist around one another, ex-
hibiting nonzero vorticity of their collective spin, it is rotation without change in shape. Thus
we shall have the following representation of u–;— in terms of the above irreducible tensors
[58, 66, 67]:

u–;— = ◊–— + Ê–— + ◊

3N ≠ 1P–—. (9.121)

The irreducible components of the acceleration tensor are directly analogous to the gradient of
the fluid velocity in hydrodynamics. Because D

ds = u
“
D“, one can obtain the o�-shell derivative

of the acceleration tensor u–;—:
D

ds
u

–
;— = u

“
D“u

–
;— = u

“
u

–
;—;“ = u

“
u

–
;“;— ≠ u

“
u

‡
R

–
‡—“ = (u“

u
–
;“);— ≠ u

“
;—u

–
;“ ≠ u

“
u

‡
R

–
‡—“,

and thus
D

ds
u

–
;— = ≠u

–
;“u

“
;— ≠ R

–
‡—“u

‡
u

“ + (u“
u

–
;“);— . (9.122)

This allows to derive the o�-shell di�erential equations for the irreducible components of the
acceleration tensor u–;—:

g
–— D

ds
u–;— = D

ds
(g–—

u–;—) = d◊

ds
= ≠u–;—u

—;– ≠ R–—u
–
u

— + (u“
u

–
;“);–, (9.123)
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Figure 9: The volume element V‹ of a parallelepiped on the hypersurface �‹ spanned by
the frame vectors {‹

–
i } of the orthonormal frame {u, ‹i} (5.44) is equal to the antisymmetric

wedge product (9.128). The scalar ◊ measures the expansion of a small cloud of neighbouring
geodesic trajectories forming a congruence of the volume V‹ and as such measures contraction
if ◊ < 0 or expansion if ◊ > 0. The figures show the conjugate points forming a one-dimensional
”rainbow” and ”focus” type caustics.

or
1
V

dV
ds

= d ln V
ds

= ◊. (9.130)

Thus the expansion scalar ◊ measures the fractional rate at which the volume of a small ball
of particles forming a congruence is changing with respect to the time measured along the
trajectory “(s). One can calculate the second derivative of the transversal volume:

V̈ = (◊̇ + ◊
2) V . (9.131)

Let us also introduce the volume element per particle as

(volume per particle) = V
1

3N≠1 , (9.132)

then
¨V

1
3N≠1 = 1

3N ≠ 1

3
◊̇ + 1

3N ≠ 1◊
2
4

V
1

3N≠1 , (9.133)

and the Raychaudhuri equation (9.125) can be written in the following form:

¨V
1

3N≠1 = 1
3N ≠ 1

3
≠ R–—u

–
u

— ≠ ◊
–—

◊–— + Ê
–—

Ê–—

4
V

1
3N≠1 . (9.134)

Let us calculate the proper time derivative of the tensor uij(s) defined in (5.52) on a curve
“(s):

duij(s)
ds

=
D(‹–

i u–;—‹
—
j )

ds
= ‹

–
i

Du–;—
ds

‹
—
j = ‹

–
i

3
≠ u–;“u

“
;— ≠ R–‡—“u

‡
u

“ + (u“
u

–
;“);—

4
‹

—
j =

= ≠uikukj ≠ Rij + ‹
–
i (u“

u
–
;“);—‹

—
j , (9.135)
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p encounter a caustic at q showing that the frame coordinate system {u, ‹i} breaks down at
q and the corresponding Jacobian vanishes there [66, 67, 86, 104, 105]. Having a vanishing
Jacobian on a curve on Q

3N is referred to as a caustic21. In this context the caustic could be
defined as a set of points in the coordinate space Q

3N conjugate to p on geodesics through
p. Equivalently one can define the caustic as an envelope of geodesics on Q

3N through p (see
Figures 10, 12).

Using the concept of the transversal volume element V on the hypersurface �‹ introduced
above in (9.128) and (9.130) one can derive the condition and criteria under which the conjugate
points appear during the evolution of a dynamical system. A point q is conjugate to a point p

on “(s) if and only if the volume element vanishes V(q) = 0 at q. Indeed, the frame coordinate
system {u, ‹i} is always valid near “(s) until the conjugate point q is reached, at the conjugate
point q the deviation vector ”q‹ vanishes (10.144) and we have

”q
–
‹(q) =

3N≠1ÿ

i=1
fli‹

–
i = 0. (10.145)

This means that the linear combination of normal frame vectors ‹
–
i vanishes and the vectors

become linearly dependent at the point q. The linear dependence can be expressed as a
vanishing of the volume element V(q) = 0 at q because the volume element is equal to the
antisymmetric wedge product (9.128) of deviation vectors of the congruence {“}.

The vanishing of the volume element at q characterises q as a conjugate point. It follows
that the expansion scalar ◊ given by a logarithmic derivative of the volume element (9.130)

◊ = d ln V
ds

(10.146)

is a continuous function at all points of “(s) at which V ”= 0, while ◊ becomes unbounded near
point q at which V = 0 with large and positive just to the future of q and large and negative
just to the past of q on “(s)

(see Figs. 9, 14). Note that at p itself ”q
–
‹(p) = 0 (10.144) and the above consideration

remains valid as well, that is, the vanishing of the volume element at p characterises it as a
conjugate point V(p) = 0.
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Caustics in optics are concentrations of light rays that form bright filaments, often with cusp singularities.

Mathematically, they are envelope curves that are tangent to a set of lines. The study of caustics goes back

to Archimedes of Syracuse and his apocryphal burning mirrors that are supposed to have torched the invading

triremes of the Roman navy in 212 BC. Leonardo Da Vinci took an interest around 1503 - 1506 when he drew

reflected caustics from a circular mirror in his notebooks. Using methods of tangents, Johann Bernoulli found

the analytic solution of the caustic of the circle y = ≠
Ô

1 ≠ x2/3(
1
2 + x2/3

). The square root provides the

characteristic cusp at the centre of the caustic.
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Figure 9: The volume element V‹ of a parallelepiped on the hypersurface �‹ spanned by
the frame vectors {‹

–
i } of the orthonormal frame {u, ‹i} (5.44) is equal to the antisymmetric

wedge product (9.128). The scalar ◊ measures the expansion of a small cloud of neighbouring
geodesic trajectories forming a congruence of the volume V‹ and as such measures contraction
if ◊ < 0 or expansion if ◊ > 0. The figures show the conjugate points forming a one-dimensional
”rainbow” and ”focus” type caustics.
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Thus the expansion scalar ◊ measures the fractional rate at which the volume of a small ball
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and the Raychaudhuri equation (9.125) can be written in the following form:
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Let us calculate the proper time derivative of the tensor uij(s) defined in (5.52) on a curve
“(s):

duij(s)
ds

=
D(‹–

i u–;—‹
—
j )

ds
= ‹

–
i

Du–;—
ds

‹
—
j = ‹

–
i

3
≠ u–;“u

“
;— ≠ R–‡—“u

‡
u

“ + (u“
u

–
;“);—

4
‹

—
j =

= ≠uikukj ≠ Rij + ‹
–
i (u“

u
–
;“);—‹

—
j , (9.135)
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p encounter a caustic at q showing that the frame coordinate system {u, ‹i} breaks down at
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where W– = ˆW
ˆq– , W–— = ˆ2W

ˆq–ˆq— . It is a universal expression that is valid for any dynamical
system that is described by an interaction potential U(q) of a general form that may also
include an additional external background potential. We can obtain the corresponding Ricci
tensor R–— by contracting the indices:

R–— = g
“”

R–“—” = ≠3N ≠ 2
2W

3
W–— + g–—

W
‡

‡

3N ≠ 2

4
+

+ 3(3N ≠ 2)
4W 2

3
W–W— ≠ 3N ≠ 4

3(3N ≠ 2)g–—W‡W
‡

4
, (11.163)

and the scalar curvature R by the second contraction:

R = g
–—

R–— = 3N(3N ≠ 1)
5

≠ W
‡

‡

3NW
≠

31
4 ≠ 1

2N

4
W‡W

‡

W 2

6
. (11.164)

We can find the quadratic form R–—u
–
u

— by using the expression for the Ricci tensor (11.163)
and contracting it with the velocity vectors:

R–—u
–
u

— = ≠3N ≠ 2
2W

3
(uW

ÕÕ
u) + 1

3N ≠ 2 |W ÕÕ|
4

+ 3(3N ≠ 2)
4W 2

3
(uW

Õ)2 ≠ 3N ≠ 4
3(3N ≠ 2) |W Õ|2

4
. (11.165)

The Raychaudhuri equation (10.157) will take the following form:

d◊

ds
= ≠ 3(3N ≠ 2)

4W 2

3
(uW

Õ)2 ≠ 3N ≠ 4
3(3N ≠ 2) |W Õ|2

4
≠ 1

3N ≠ 1◊
2 ≠ ◊–—◊

–— +

+ 3N ≠ 2
2W

3
(uW

ÕÕ
u) + 1

3N ≠ 2 |W ÕÕ|
4

. (11.166)

The first two terms are proportional to the second order derivatives acting on the potential
function (7.74), and they have been discussed and calculated in (7.76). They are suppressed
compared to the first-order derivative terms23, therefore the sign of the quadratic form in
collisionless systems will be defined by the first order derivative terms:

R–—u
–
u

— = 3(3N ≠ 2)
4W 2

3
(uW

Õ)2 ≠ 3N ≠ 4
3(3N ≠ 2) |W Õ|2

4
.

We can express the quadratic form in terms of angle ◊u introduced earlier in (7.78):

R–—u
–
u

— = 3(3N ≠ 2)
4W 2

3
cos2

◊u ≠
1 ≠ 4

3N

3 ≠ 6
3N

4
|W Õ|2 (11.167)

23
The first term in (11.166) is proportional to the second-order derivative of the potential function and

decreases as a cube of distances between particles. It is also suppressed due to the small quadrupole moment

if a system is approximately spherically symmetric. The second term |W ÕÕ | is a Laplacian of the potential

function proportional to the delta functions (7.77), and we can safely omit the second-order derivative terms in

(11.166) for collisionless systems. The terms proportional to the first-order derivative of the potential function

W
Õ

decrease as a square of the distance between particles and are therefore relevant.
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2 Geometrisation of Self-Gravitating N-body System
By the geometrisation of N-body dynamics we mean the correspondence that maps and puts
into the one-to-one correspondence the Euler-Lagrangian equation of interacting particles with
the geodesic equation on the Riemannian manifold Q

3N , which is equipped by the Maupertuis-
Euler-Jacobi metric [77, 78, 79]. The geometrisation of the N-body dynamics has a great
advantage because it reduces the investigation of N-body dynamics to the investigation of the
properties of geodesic flows on a Riemannian manifold. The geodesic flows on Riemannian
manifolds is an intensive subject of research, and the methods that were developed in this field
provide a powerful tool that allows to investigate the stability of the geodesic trajectories, the
behaviour of the congruence of geodesic trajectories, conjugate points and caustics [58, 66, 67],
investigate the intrinsic properties of the dynamical systems per se [80, 81, 82, 83, 84, 85, 86, 87].
The geometrical formulation of classical dynamics has a universal character and was applied to
the investigation of nonlinear dynamics of Yang-Mills field and self-gravitating N-body systems
[47, 49, 50, 53, 48, 54, 51, 88, 89].

Let us consider a system of N massive particles with masses M– and the coordinates

q
–(s) = (M1/2

1 r̨1, ..., M
1/2
N r̨N), – = 1, ..., 3N, (2.6)

that are defined on a Riemannian coordinate manifold q
–(s) œ Q

3N and have the velocity
vector

u
–(s) = dq

–

ds
, (2.7)

where s is the proper time parameter along the trajectory “(s) in the coordinate manifold Q
3N .

It is fundamentally important that the definition of the coordinates q
– includes the masses of

the particles. The conformally flat Maupertuis’s metric on Q
3N is defined as [77, 78, 79, 86,

47, 51]
ds

2 = g–—dq
–
dq

—
, g–— = ”–—(E ≠ U(q)) = ”–—W (q), (2.8)

where particles are interacting through the potential U(q) (see Appendix A). An N-body system
can be in a background field of the expanding Universe and in that case the potential function
will contain an additional part that describes the background potential that influences the
motion of the particles in a background field. Due to the proper time parametrisation of the
trajectories it follows from (2.7) and (2.8) that the velocity vector is of a unit length:

g–—u
–
u

— = 1. (2.9)

7

particles W
Õ ≥ 1/r

2
ab, while the last two terms are proportional to the second order derivatives

of the potential function and decrease as a cube of the distance between particles W
ÕÕ ≥ 1/r

3
ab

(7.75), (7.76). If the distribution of particles is almost spherical in space, then the quadrupole
moment of the system is close to zero, q

Dab ¥ 0, and the second order derivative terms are
additionally suppressed by a quadrupole moment (7.76). In the forthcoming sections we will
consider the second derivatives terms as the perturbation that can be safely omitted in the first
order approximation. We have to notice that in the general relativity the Riemann curvature
tenser contains terms that are also proportional to the first and second order derivatives of the
gravitational potential function and it is not accidental that the sectional curvatures here have
a similar structure. The physical significance of these terms in the E�ective Field Theory of
Large Scale Structures (EFTofLSS) was recently discussed in [31, 32, 39, 33, 34, 40, 37, 36, 35].

The self-gravitating system of N particles interacts through the gravitational potential
function of the form

U = ≠G
ÿ

a<b

MaMb

rab
, r

i
ab = r

i
a ≠ r

i
b i = 1, 2, 3 a, b = 1, ..., N (7.74)

and the derivatives of the potential function are
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, (7.75)

where for the second derivatives one can get

ˆ
2
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ˆri
aˆr

j
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= G
MaMb

r
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ab

D
ij
ab, b ”= a

ˆ
2
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ˆri
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D
ij
ac +
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4fiGMaMc
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ij

”
(3)(r̨ac). (7.76)

Here D
ij
ab = 3r

i
abr

j
ab≠”

ij
r

2
ab is a quadrupole moment, and the trace of the second order derivatives

is equal to the Laplacian of the potential function

ÿ

a,i

ˆ
2
U

ˆri
aˆri

a

= 4fiG
ÿ

a ”=c

MaMc ”
(3)(r̨ac) (7.77)

and di�ers from zero only in the cases of direct collision of the particles r̨ab = 0.
By introducing angles between force vector F– = ˆW

ˆq– and vectors u
– and ”q

–
‹ we can express

the scalar products in term of corresponding angles:

(u · W
Õ) = |W Õ| cos ◊u, (”q‹ · W

Õ) = |W Õ||”q‹| cos ◊”q‹ , (7.78)
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Raychaudhuri Equation for N-body system 


and find out the maximum and minimum values of the Ricci quadratic form:

R–—u
–
u

—|max = +(3N ≠ 1)
2W 2 |W Õ|2 R–—u

–
u

—|min = ≠(3N ≠ 4)
4W 2 |W Õ|2. (11.168)

The geodesic focusing e�ect will appear when the quadratic form R–—u
–
u

— is positive-definite
and the criteria (10.161) is fulfilled. Its value controls the time scale at which the self-
gravitating system will develop geodesic focusing and caustics, the regions in the coordinate
space where the density of particles is large. In that case the Raychaudhuri equation will take
the following form:

d◊

ds
= ≠(3N ≠ 1)

2W 2 |W Õ|2 ≠ 1
3N ≠ 1◊

2 ≠ ◊
–—

◊–—. (11.169)

Because the last term ◊
–—

◊–— is positive-definite, we will have the inequality

d◊

ds
Æ ≠(3N ≠ 1) |W Õ|2

2W 2 ≠ 1
3N ≠ 1◊

2
. (11.170)

In the case of spherically symmetric evolution ◊
–— = 0 [106] and the equation will take the

following form:
d◊

ds
= ≠(3N ≠ 1)(ÒW )2

2W 3 ≠ 1
3N ≠ 1◊

2
, (11.171)

where the first term on the r.h.s can be expressed in terms of the gradient of the potential
function (7.75)24. When the number of particles is large N ∫ 1 we will have

d◊

ds
= ≠3N

(ÒW )2

2W 3 ≠ 1
3N

◊
2
. (11.172)

It is convenient to introduce the function B
2

B
2(s) = (3N)2 (ÒW )2

2W 3 (11.173)

so that the equation (11.172) will take the following form:
d◊

ds
= ≠ 1

3N
(◊2 + B

2(s)). (11.174)

The B
2(s) is a positive decreasing function of proper time s and is bounded from below. We

will integrate the above equation in the approximation when the function B
2(s) is taken in its

minimum value B
2
min(s) = B

2. In that case the solution for the expansion scalar ◊(s) is25

◊(s) = B tan
3

arctan ◊(0)
B

≠ B

3N
s

4
, (11.175)
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ˆq— =

1
W
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ˆq–

ˆW
ˆq– =

1
W (ÒW )

2
.

25
The geodesic focusing and generation of caustics take place for all values of B2

(s) Ø 0 as long as the r.h.s

part of the equation (11.174) (◊2
+ B2

(s)) Ø 0 is nonnegative and the focusing condition (10.160)) for the

Raychaudhuri equation is fulfilled. The e�ect produced by a positive B2
(s) term on a solution is that the

characteristic time scale of generation of the caustics scaustic decreases and the caustics are generated much
earlier in time. Therefore our approximation corresponds to the upper bound on scaustic.
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Solution of Raychaudhuri Equation for N-body system 
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following form:
d◊

ds
= ≠(3N ≠ 1)(ÒW )2

2W 3 ≠ 1
3N ≠ 1◊

2
, (11.171)

where the first term on the r.h.s can be expressed in terms of the gradient of the potential
function (7.75)24. When the number of particles is large N ∫ 1 we will have

d◊

ds
= ≠3N

(ÒW )2

2W 3 ≠ 1
3N

◊
2
. (11.172)

It is convenient to introduce the function B
2

B
2(s) = (3N)2 (ÒW )2

2W 3 (11.173)

so that the equation (11.172) will take the following form:
d◊

ds
= ≠ 1

3N
(◊2 + B

2(s)). (11.174)

The B
2(s) is a positive decreasing function of proper time s and is bounded from below. We

will integrate the above equation in the approximation when the function B
2(s) is taken in its

minimum value B
2
min(s) = B

2. In that case the solution for the expansion scalar ◊(s) is25

◊(s) = B tan
3

arctan ◊(0)
B

≠ B

3N
s

4
, (11.175)

24 |W Õ |2 = g–— ˆW
ˆq–

ˆW
ˆq— =

1
W

ˆW
ˆq–

ˆW
ˆq– =

1
W (ÒW )

2
.

25
The geodesic focusing and generation of caustics take place for all values of B2

(s) Ø 0 as long as the r.h.s

part of the equation (11.174) (◊2
+ B2

(s)) Ø 0 is nonnegative and the focusing condition (10.160)) for the

Raychaudhuri equation is fulfilled. The e�ect produced by a positive B2
(s) term on a solution is that the

characteristic time scale of generation of the caustics scaustic decreases and the caustics are generated much
earlier in time. Therefore our approximation corresponds to the upper bound on scaustic.
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where ◊(0) is the initial value of the expansion scalar.
The expansion scalar ◊(s) becomes singular at the proper times sn:

scaustics = 3N

B

3
arctan ◊(0)

B
+ fi

2 + fin

4
, n = 0, ±1, ±2, ... (11.176)

As far as the expansion scalar ◊(s) tends to infinity at a certain epoch scaustics, it follows that
the volume element that is occupied by the galaxies decreases and tends to zero creating the
regions in space of large galactic densities.

Indeed, let us calculate the evolution of the volume element. We can find the time depen-
dence on the volume element V by integrating the equation (10.146):

d ln V = ◊ds = d

3
3N ln cos

53
arctan ◊(0)

B
≠ B

3N
s

464
, (11.177)

and thus

V(s) = V(0)
5cos

3
arctan ◊(0)

B ≠ B
3N s

4

cos
3

arctan ◊(0)
B

4
63N

. (11.178)

It follows that the volume element occupied by galaxies tends to zero at each epoch defined by
the sn in (11.176) (see Fig.14). As we already discussed in the ninth section, the vanishing of
the volume element characterises the appearance of conjugate points and caustics. The density
of galaxies defined as flg(s) = NMg/V(s) allows to calculate the density contrast ” = ”fl/fl as
it was defined above in (8.110) and (8.111). The ratio of densities during the evolution from
the initial volume V(0) to the volume V(s) at the epoch s will give us the density contrast:

”caustics(s) + 1 = fl(s)
fl(0) = V(0)

V(s) =
5 cos

3
arctan ◊(0)

B

4

cos
3

arctan ◊(0)
B ≠ B

3N s

4
63N

. (11.179)

As one can see, at the epoch (11.176) where the expansion scalar ◊(s) becomes singular, the
trigonometric function in the denominator tends to zero and the density contrast is increasing
and tends to infinity, the phenomenon similar to the spherical top-hat model. One can calculate
the volume element per galaxy defined in (9.134), (10.158), thus

V(s) 1
3N = V(0) 1

3N

cos
3

arctan ◊(0)
B ≠ B

3N s

4

cos
3

arctan ◊(0)
B

4 . (11.180)

In order to illustrate the above results let us consider the evolution of galaxies occupying the
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Figure 14: The figures show the behaviour of the volume element V‹(s) and of the expansion
scalar ◊ in the vicinity of a caustic. A similar behaviour takes place at each epoch scaustics

(11.182).

In order to illustrate the above results let us consider the evolution of galaxies occupying the
volume V(0) and starting without expansion dV(s)/ds|s=0 = 0, thus ◊(0) = 0, and we will get
for the scalar ◊(s) the expression

◊(s) = ≠B tan
3

B

3N
s

4
. (11.181)

At each of the epochs

scaustics = 3fiN

2B
(1 + 2n), n = 0, ±1, ±2, ... (11.182)

the expansion scalar ◊ has the following asymptotic:

s æ scaustics, ◊(s) ¥ 3N

s ≠ scaustics
≠ B

2

9N
(s ≠ scaustics) + ... (11.183)

and becomes unbounded near scaustics at which V = 0 (see Figs. 9, 14). The conjugate degree
r defined in (10.149) for the caustic (11.183) has the maximal value

r = 3N. (11.184)

The above equations show that in a self-gravitational N-body system the caustics can be
generated periodically during the expansion of the Universe as it follows from the equation
(11.181). Let us estimate the time scale of the appearance of the first caustic in (11.176). For
scaustics we have the following expression:

scaustics = fi
3N

2B
. (11.185)

In terms of physical time (2.12) the characteristic time scale of generation of gravitational
caustics is

·caustics = 3fiN

2B
Ô

2W
= fi

2

Û
W

(ÒW )2 . (11.186)
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of proper time, inevitably contract to a caustic. We can estimate the characteristic time scale
of the appearance of caustics by using the maximum positive value of the sectional curvatures
(7.83):

1
Ò

2K(u, ”q‹)max

=
ı̂ıÙ 2W 2

5|W Õ|2 =
ı̂ıÙ 2W 3

5(ÒW )2 , (8.97)

thus the characteristic time scale of the appearance of caustics is17

·caustics = 1
3

Û
W

5(ÒW )2 . (8.98)

The above kinematics very well fits with the kinematics of the expanding Universe because here
the radial gravitational force and velocity are collinear, cos2

◊u ƒ 1, and the sectional curvatures
are positive. Thus we have to estimate the quantities W and (ÒW )2 in the above equation.

Let us consider the evolution of a spherical shell of radius R0 that expands with the Universe,
so that R = R0 a(t) and a(t) is the scale factor in the Newtonian cosmological model of the
expanding Universe. One can derive the evolution of a(t) by using mostly the Newtonian
mechanics and accepting two results from the general relativity: The Birkho�’s theorem stated
that for a spherically symmetric system the force due to gravity at radius R is determined only
by the mass interior to that radius and that the energy contributes to the gravitating mass
density through the matter density flm at zero pressure, p = 0, and the energy density of
radiation/relativistic particles, flr = 3p/c

2, where p = ‘/3 is pressure and ‘ = flrc
2 is energy

density. The expansion of the sphere will slow down due to the gravitational force of the matter
inside:

d
2
R

dt2 = ≠GM

R2 = ≠ G

R2
4fi

3 R
3
fl = ≠4fiG

3 Rfl, (8.99)

where fl = flm + 3P/c
2. Since R = R0 a(t) and R0 is a constant, one can get the evolution

equation for the scale factor a(t) that reproduces the Friedmann equation:

ä = ≠4fiG

3 (flm + 3P

c2 )a. (8.100)

We have to evaluate the quantities entering into the equations (8.98). The velocity of the
particles/galaxies on a spherical shell will be vg = Ṙ = R0ȧ(t), and the kinetic energy of the

17
The relation between the proper time s and the physical time t can be obtained by integration of the

equation ds =
Ô

2W (t)dt (2.12) and by using the expression (8.101) for W (t). The integration can be performed

in the case of matter-dominated epoch (8.106), which results in the expression s = 3
Ô

2W (t)t. This justifies

the transformation of the proper-time expression (8.97) to the physical-time expression (8.98). In the case of

radiation-dominated epoch the relation includes an additional logarithmic term s =
Ô

2W (t)t log(t/t0).
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We can evaluate the quantities entering into this equation by considering a self-gravitating
system of N galaxies of the mass Mg each. The kinetic energy W of the galaxies was found
in (8.101) and the square of the force acting on a unit mass of the galaxies (ÒW )2 in (8.102).
Thus we will obtain

·caustics = –
Õ

4fiGfl(t)H(t), (11.187)

where the numerical coe�cient –
Õ = 3fi

2
Ô

2 . It is in a good agreement with our previous result,
(8.98) and (8.103), obtained by solving the Jacobi equation (5.58) and by using the expressions
(7.81) and (7.83) for the sectional curvatures. The volume element (11.180) will take the
following form:

V(s) = V(0)
5

cos
3

B

3N
s

463N

, (11.188)

and it is oscillating between V(0) and zero values. The conjugate degree r defined in (10.148)
is as well equal to 3N . The density contrast (11.179) takes the following form:

”caustics + 1 = 1
5

cos
3

B
3N s

463N , (11.189)

and it has the following asymptotic in the vicinity of a caustic:

”caustics(s) ¥
5 3N

B(s ≠ scaustics)

63N

+ ... (11.190)

From the equation (11.173) we have 3N
B =

Ò
2W 3

(ÒW )2 , and the density contrast on the caustic
increases:

”caustics(t) ¥
5Û

W

(ÒW )2
1

(t ≠ fi
2

Ò
W

(ÒW )2 )

63N

=
5 2
fi

·caustic

(t ≠ ·caustic)

63N

. (11.191)

Thus galaxies will contract into a caustic, a high-density lump, and then expand again if the
system remains gravitationally unbound. One can conjecture that during a contraction into a
caustic, a close encounter of galaxies will eject away some of them, so that this ”evaporation”
will take out part of the total energy [70, 71, 75] and the rest of the system will evolve into
a gravitationally bound galactic cluster. The maximal density contrast that can be achieved
in the spherical top-hat model of Gunn and Gott [76] is about 18fi

2 (8.113) and the density
contrast in the vicinity of the caustics is given in (11.189), (11.191) and can be even larger. It
would be interesting to compare the theoretical result (11.189) with the results of the numerical
simulations of the density contrast and of that obtained from the observational data.
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galaxies will be

W (t) = T =
Nÿ

g=1

Mgv
2
g

2 = NMgR
2
0ȧ

2(t)
2 . (8.101)

The square of the force acting on a unit mass of the galaxies is

(ÒW )2(t) =
Nÿ

g=1

1
Mg

F
2
g = N

Mg

3
GMMg

R
2
0a2(t)

42
= N

Mg

34fiGMg

3 R0a(t)fl(t)
42

, (8.102)

where M = 4fiR3
0a3(t)
3 fl(t). Thus in accordance with the expression (8.98) the time scale for the

generation of galactic caustics is

·caustics = –

4fiGfl(t)
ȧ(t)
a(t) = –

4fiGfl(t)H(t), (8.103)

where the numerical coe�cient – =
Ò

1/10. This general result for the characteristic time scale
of the appearance of galactic caustics, the regions of the space where the density of galaxies
is large, means that the appearance of caustics depends on the given epoch of the Universe
expansion. The formula has a universal character and depends only on the density of matter
and the Hubble parameter18. These are time-dependent parameters that are varying during
the evolution of the Universe from the recombination epoch to the present day. Let us calculate
this time scale during the matter-dominated epoch when

flm(t) = fl0
a

3
0

a3(t) . (8.104)

In that case the equation (8.100) has the following form:

ȧ
2 = A

2

a
≠ kc

2
, A

2 =
38fiG

3

4
fl0a

3
0, k = 1, 0, ≠1, (8.105)

and for the flat Universe, k = 0, we will get:

am(t) =
33A

2

42/3
t
2/3

, Hm(t) = 2
3t

, flm(t) = 1
6fiGt2 . (8.106)

By substituting these values into the general formula (8.103) we will find that ·caustics is pro-
portional to the given epoch t:

·caustics = –
2

3H(t) = – t. (8.107)

18
The density of matter and the Hubble parameter do not depend on the choice of M and R0, and the result

confirms the internal consistency of the calculation and the possibility of extending the calculation to infinite

space [97, 98, 14].
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ȧ
2 = A

2

a
≠ kc

2
, A

2 =
38fiG

3

4
fl0a

3
0, k = 1, 0, ≠1, (8.105)

and for the flat Universe, k = 0, we will get:

am(t) =
33A

2

42/3
t
2/3

, Hm(t) = 2
3t

, flm(t) = 1
6fiGt2 . (8.106)

By substituting these values into the general formula (8.103) we will find that ·caustics is pro-
portional to the given epoch t:

·caustics = –
2

3H(t) = – t. (8.107)

18
The density of matter and the Hubble parameter do not depend on the choice of M and R0, and the result

confirms the internal consistency of the calculation and the possibility of extending the calculation to infinite

space [97, 98, 14].

28



This result means that the time required to generate galactic caustics is very short at the early
stages of the Universe expansion, at the recombination epoch, and linearly increases with the
expansion time. At the present epoch, a = a0, this time scale is large and is proportional to
the Hubble time:

·0 caustics = –
2

3H0
, (8.108)

where for a flat, matter-dominated Universe we substituted the expression for the matter
density equal to the critical density:

flc = 3H
2
0

8fiG
. (8.109)

Considering the radiation-dominated epoch one can obtain the identical functional time depen-
dence, with – =

Ò
2/5.

We will analyse these phenomena in greater details in the next two sections by using the
Ranchanduri equation (9.125), (10.157).

It is instructive to compare the time scale of the gravitational geodesic focusing phe-
nomenon, the generation of caustics of the self-gravitating N-body systems, with the Jeans-
Bonnor-Lifshitz-Khalatnikov gravitational instability time scale [16, 17, 19, 20, 27] and of the
spherical top-hat model of Gunn and Gott [76]. Consider a flat, k = 0, matter-dominated
Universe ignoring the cosmological constant as it is less important at high z when the first
structures were forming and a spherical volume of the Universe that is slightly denser than the
background [16, 17, 20, 19, 23, 25, 76, 99, 100, 101, 102] . This overdense region will evolve
with time as the Universe expands. The gravitational force inside a sphere depends only on the
matter inside, therefore an overdense region behaves exactly like a small closed Universe (k=1).
In this setup it is possible to compare the expansion of an overdense region relative to the ex-
pansion of the flat-background Universe by calculating the density contrast ”fl/fl [76]. These
inhomogeneities can be ”linear” or ”non-perturbative”, that is, either the density contrast ”fl/fl

associated with them is smaller or larger than unity [76, 99, 100, 101, 102] .
The exactly spherically symmetric perturbation is described by the closed Universe solution

k = 1 [76]. A spherically overdense shell will ”turn around” at a = aturn, t = tturn, and will
collapse to a point at tcol = 2tturn, then bounce and virialize at the radius a = avirial = 1

2aturn

[13, 103]. Thus a contracting evolution of the overdense regions will generate an increasing
density contrast relative to the flat-background Universe that will grow as the Universe ex-
pands.

At the time of virialization tvirial, here one should suppose that the system will reach the
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Let us compare the above time scales with the Jeans gravitational instability of a 
uniformly distributed matter. Jeans developed a Newtonian theory of instability 
of a uniformly distributed matter in a non-expanding infinite space, and Lifshitz 
considered small perturbations of a homogeneously expanding Universe in the 
theory of the general relativity. Bonnor demonstrated that in the Newtonian 
cosmological model of an expanding Universe 

the Jeans exponential growth of density perturbation ”(t) ≥ Ae
t/·Jeans + Be

≠t/·Jeans trans-
forms into a slower power-growth rate ”(t) ≥ At

2/3 + Bt
≠1 = Aa(t) + Ba(t)≠3/2 and that his

result coincides with the Lifshitz’ exact solution for the long wave length perturbations.
The e�ective influence of the short wave length density perturbations ⁄ < ⁄J on the long

wave length density perturbations were considered in [31, 32, 33, 34, 35, 36, 37, 39, 40]. This
time scale appears when the perturbation of the self-gravitating gas is considered as a pertur-
bation of the uniformly distributed matter in the ideal-gas approximation [16, 14]:

·Jeans ≥ 1Ô
4fiGflc

, (8.114)

and is proportional to the Hubble time, where flc is time-independent matter density (8.109).
It is the time scale at which the long wave length density perturbations, ⁄ > ⁄J = cs

Ò
fi

Gfl , (cs

is the speed of sound) are increasing due to the gravitational interaction that play a dominant
role against the pressure. The gravitational collapse time scale in the spherical top-hat model
is of the order of the dynamical time (crossing time or free-fall time):
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Thus, the low-density lumps collapse more slowly than the high-density ones. More massive
structures are generally less dense, and it takes them longer to collapse, therefore galaxies
collapsed earlier and clusters are still forming today. This closely matches the observational
data.

The gravitational geodesic focusing time scale is given in (8.103), and in the matter-
dominated epoch this time scale is much shorter (8.107). It is also shorter than the grav-
itational instability time scales discussed in [16, 17, 19, 20, 21, 22, 23, 24, 25, 26, 27]. In
the next sections we will derive the occurrence of the geodesic focusing mechanism in a self-
gravitating N-body system by using the Raychaudhuri equation, which is well adapted for the
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This result means that the time required to generate galactic caustics is very short at the early
stages of the Universe expansion, at the recombination epoch, and linearly increases with the
expansion time. At the present epoch, a = a0, this time scale is large and is proportional to
the Hubble time:

·0 caustics = –
2

3H0
, (8.109)

where for a flat, matter-dominated Universe we substituted the expression for the matter
density equal to the critical density:

flc = 3H
2
0

8fiG
. (8.110)

Considering the radiation-dominated epoch one can obtain the identical functional time depen-
dence, with – =

Ò
2/5. We will analyse these phenomena in greater details in the next two

sections by using the Ranchanduri equation (9.126), (10.158).
It is instructive to compare the time scale of the gravitational geodesic focusing phe-

nomenon, the generation of caustics of the self-gravitating N-body systems, with the Jeans-
Bonnor-Lifshitz-Khalatnikov gravitational instability time scale [16, 17, 19, 20, 27] and of the
spherical top-hat model of Gunn and Gott [76]. Consider a flat, k = 0, matter-dominated
Universe ignoring the cosmological constant as it is less important at high z when the first
structures were forming and a spherical volume of the Universe that is slightly denser than the
background [16, 17, 20, 19, 23, 25, 76, 99, 100, 101, 102] . This overdense region will evolve
with time as the Universe expands. The gravitational force inside a sphere depends only on the
matter inside, therefore an overdense region behaves exactly like a small closed Universe (k=1).
In this setup it is possible to compare the expansion of an overdense region relative to the ex-
pansion of the flat-background Universe by calculating the density contrast ”fl/fl [76]. These
inhomogeneities can be ”linear” or ”non-perturbative”, that is, either the density contrast ”fl/fl

associated with them is smaller or larger than unity [76, 99, 100, 101, 102] .
The exactly spherically symmetric perturbation is described by the closed Universe solution

k = 1 [76]. A spherically overdense shell will ”turn around” at a = aturn, t = tturn, and will
collapse to a point at tcol = 2tturn, then bounce and virialize at the radius a = avirial = 1

2aturn

[13, 103]. Thus a contracting evolution of the overdense regions will generate an increasing
density contrast relative to the flat-background Universe that will grow as the Universe ex-
pands.

At the time of virialization tvirial, here one should suppose that the system will reach the
equilibrium in a short time period of a few collapse times after a shell crosses itself, bouncing
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2(u–;— ≠ u—;–), (9.117)

and define the shear tensor ◊–— as a symmetric traceless part of the acceleration tensor:

◊–— = 1
2(u–;— + u—;–) ≠ 1

3N ≠ 1P–— u
“
;“, g

–—
◊–— = 0. (9.118)

The tensor ◊–— measures the tendency of initially distributed particles to become distorted and
therefore defines a shear perturbation. Shear is distortion in shape without change in volume,
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Is there Energy Density in the Vacuum ?    



There is Energy Density in the Vacuum, it is Zero Point Energy

U
Œ
“ =

ÿ 1

2
~Êke

≠“Êk (0.8)

lim
“æ0

[ U
Œ
“ (J) ≠ U

Œ
“ (0) ] = Uphys (0.9)

Thanks for you explanation of Donoghue’s article. Apart from my misguided remark about

< Tµ‹ >= �
4
(≠1, 1/3, 1/3, 1/3), (0.10)

it should of course be

< Tµ‹ >= �
4
÷µ‹ (0.11)

as Donoghue also write in (6) and (7), I still think that the article is wrong. In fact (6) and (7) are just

correct in flat spacetime and even textbook stu�. The point is of course that it can be renormalized

away by adding a ”cosmological” term even in flat spacetime.

If you have a non-trivial metric which goes slowing and nicely into flat spacetime then of course

the corresponding calculations when the gravitational field is a background field should also do so.

The result cannot just jump from �
4

to zero if one adds a infinitesimal gravitational background field.

And it does not. First of all, let us use a regulator which is explicitly di�eomorphism invariant: the

Pauli-Villars regularisation. It consists itself of a number of scalar field (coupled to the background

geometry). Thus there is no question about �
4

being gauge invariant or not, it is simply proportional

to the combinations of powers of the invariant masses appearing in the PV action. When explicitly

calculating < Tµ‹ > in (6) obtains

Const x M
4
, (0.12)

where the three Masses needed are proportional to M .

As an example one can take Donoghue’s formula (45) without the subtraction of the 1 in the

integrand, which he (very sloppily) attributes to the term (41). In Pauli-Villas Regularisation this

tadpole term will be
⁄

d
4
p

p
2 ≠ 2m

2

p2 ≠ m2 ≠
3ÿ

i=1

Ci(p
2 ≠ 2M

2
i
)

(p2 ≠ M
2
i
)

(0.13)

where we now adjust Ci such that the integral is convergent. If we write M
2
i

= aiM
2

we obtain:

C(ai)M
4

+ C(ai)m
2
M

2
+?. (0.14)
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The cosmological constant and the use of cuto↵s

John F. Donoghue⇤

Department of Physics, University of Massachusetts,
Amherst, MA 01003, USA

Of the contributions to the cosmological constant, zero-point energy and self energy contributions
scale as ⇤4 where ⇤ is an ultraviolet cuto↵ used to regulate the calculations. I show that such
contributions vanish when calculated in perturbation theory. This demonstration uses a little-known
modification to perturbation theory found by Honerkamp and Meetz and by Gerstein, Jackiw, Lee
and Weinberg which comes into play when using cuto↵s and interactions with multiple derivatives,
as found in chiral theories and gravity. In a path integral treatment, the new interaction arises from
the path integral measure. This reduces the sensitivity of the cosmological constant to the high
energy cuto↵ significantly, although it does not resolve the cosmological constant problem. The
feature removes one of the common motivations for supersymmetry. It also calls into question some
of the results of the Asymptotic Safety program. Covariance and quadratic cuto↵ dependence are
also briefly discussed.

PACS numbers:

I. CUTOFFS AND ZERO-POINT ENERGY

In regularizing quantum field theories, dimensional
regularization is the most common and useful choice,
partially because it preserves all the symmetries of the
theory. However, cuto↵s also plays a role in our thinking
about physics. Part of this is the legacy of the history
of cuto↵ regularization. But there is also some genuine
physics involved. We think of e↵ective field theories as
being valid up to some energy scale, and a cuto↵ can
parameterize this limit of validity of the e↵ective field
theory. In addition, running couplings depend on the en-
ergy scale and cuto↵s are sometimes used in their descrip-
tion. But if we are to use cuto↵s, our thinking should be
aligned with the underlying calculations. In this paper, I
describe how direct calculations of the cosmological con-
stant using a cuto↵ di↵er from our common description,
and show the need for a new interaction term when using
cuto↵s with gravity.

In discussing the cosmological constant problem, we
note that ⇤cc corresponds to the vacuum energy density,
for which there are many contributions. One which is
normally mentioned is the zero-point energy. When cal-
culated for a scalar field, using canonical quantization
one writes

E0 =

Z
d3p

(2⇡)3
1

2
!p ⇠

1

16⇡2
⇤4 (1)

where in the second form I have cuto↵ the divergent
momentum integral at a scale ⇤. (Unfortunately, the
standard convention is to call both the vacuum energy
and the cuto↵ by the symbol ⇤. I will always put the

⇤Electronic address: donoghue@physics.umass.edu

cc subscript on the cosmological constant, i.e. ⇤cc).
Since the measured value of the cosmological constant
is ⇤cc ⇠ (10�3 eV)4 and we might trust the zero-point
energy calculation up to the Planck mass, this leads to
the common complaint about this being the “worst pre-
diction ever - failing by 120 orders of magnitude”. One
of the motivations for supersymmetry is to cancel these
e↵ects by having equal numbers of boson and fermion
degrees of freedom.
This calculation is inadequate, as it is not covariant.

Indeed if we calculate all the components of the energy
momentum tensor using canonical quantization, we find
the ⇤4 contribution to the vacuum values is

Tµ⌫ |0 = diag(1,
1

3
,
1

3
,
1

3
)⇥

1

16⇡2
⇤4 (2)

such that this divergent part of the vacuum value is trace-
less, ⌘µ⌫Tµ⌫ |0 = 0. Since the contribution to the cosmo-
logical constant can equally be identified with the trace
of the energy momentum tensor

Tµ

µ
= 4⇤cc , (3)

we could equally well conclude that this contribution to
the cosmological constant is zero. The second quantiza-
tion calculation of the zero-point energies and momenta is
not compatible with Lorentz invariance of the vacuum.
The point is that covariance requires an e↵ect propor-
tional to ⌘µ⌫ .
The covariance problem can be resolved by using quan-

tum field theory to calculate the contribution to the cos-
mological constant. The cosmological constant appear in
the gravitational action as

Sgrav =

Z
d4x

p
�g


�⇤cc +

2

2
R+ ...

�

=

Z
d4x


�⇤cc

✓
1 +

1

2
⌘µ⌫hµ⌫

◆
+ ...

�
(4)
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The calculation of the e�ective Lagrangian in QED by Heisenberg and Euler was the first example of

a well-defined physically motivated prescription allowing to obtain a finite, gauge and renormalisation

group invariant results when investigating the vacuum fluctuations of quantised fields. It appears that

only the di�erence between vacuum energy in the presence and in the absence of the external sources

has a well defined physical meaning. Here we will follow this prescription and will derive the quantum

equation of state for the non-Abelian gauge fields using e�ective Lagrangian approach and analyse the

properties of Friedmann cosmology that is driven by the quantum Yang-Mills equation of state.

Thanks for you explanation of Donoghue’s article. Apart from my misguided remark about

< Tµ‹ >= �
4
(≠1, 1/3, 1/3, 1/3), (0.14)

it should of course be

< Tµ‹ >= �
4
÷µ‹ (0.15)

as Donoghue also write in (6) and (7), I still think that the article is wrong. In fact (6) and (7) are just

correct in flat spacetime and even textbook stu�. The point is of course that it can be renormalized

away by adding a ”cosmological” term even in flat spacetime.

If you have a non-trivial metric which goes slowing and nicely into flat spacetime then of course

the corresponding calculations when the gravitational field is a background field should also do so.
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1 Introduction

In this article we shall analyse the e�ective action in QED and QCD by using the perturbative

loop expansion and renormalisation group equations and discuss the physical consequences which

can be derived from their explicit expressions. We shall reexamine the proof of the existence of the

chromomagnetic gluon condensation in Yang-Mills (YM) theory and will present the derivation

of the new results. The Heisenberg-Euler Lagrangian in QED [1, 2, 3, 4, 5, 6] is a sum of the one

loop diagrams with a vacuum electron-positron pair circulating in the loop and the gluons and

quarks in case of QCD [7, 8, 9, 10, 11, 12, 13, 14]. The e�ective action �[A] has the following

representation:

� =
⁄

Ldx =
ÿ

n

⁄
dx1...dxn�(n)a1...an

µ1...µn
(x1, ..., xn)Aa1

µ1(x1)...Aan

µn
(xn) = S + W

(1) + W
(2) + ....,

where L is the e�ective Lagrangian, �(n) is a one-particle irreducible (1PI) vertex function,

A
a
µ(x) ©< 0|Aa

µ(x)|0 > is the vacuum expectation value of the field operator and W
(n)

, n = 1, 2, ..

represent the terms of the loop expansion.

We shall consider the limit of massless electrons and quarks and demonstrate that the proper

time integral in the Heisenberg-Euler Lagrangian can be calculated explicitly by using covariant

renormalisation condition [11, 13, 14]

ˆL
ˆF |

t= 1
2 ln( 2e2|F|

µ4 )=G=0
= ≠1, (1.1)

where F = 1
4G

a
µ‹G

a
µ‹ is the Lorentz and gauge invariant form of the YM field strength tensor G

a
µ‹

and µ
2 is the renormalisation scale parameter. In the massless limit the QED e�ective Lagrangian

has the exact logarithmic dependence as a function of the invariant F (see Fig.1):

Le = ≠F + e
2F

24fi2

Ë
ln(2e

2F
µ4 ) ≠ 1

È
, F = H̨2 ≠ Ę2

2 , G = ĘH̨ = 0, (1.2)

where H̨ and Ę are magnetic and electric fields. This expression should be compared with the

one-loop e�ective Lagrangian in pure SU(N) gauge field theory, which has the form [11, 13] (see

Fig.2):

Lg = ≠F ≠ 11N

96fi2 g
2F

1
ln 2g

2F
µ4 ≠ 1

2
, F = H̨2

a ≠ Ę2
a

2 > 0, G = ĘaH̨a = 0 . (1.3)

From (1.2) it follows that the corresponding quark contribution considered in the chiral limit is

Lq = ≠F + Nf

48fi2 g
2F

Ë
ln(2g

2F
µ4 ) ≠ 1

È
, (1.4)
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The e�ective Lagrangian approach allows to calculate the quantum-mechanical corrections to

the energy momentum tensor by using the formula derived by Schwinger in [5]:

Tµ‹ = (Fµ⁄F‹⁄ ≠ gµ‹

1
4F

2
⁄fl) ˆL

ˆF ≠ gµ‹(L ≠ F ˆL
ˆF ≠ G ˆL

ˆG ). (1.8)

In case of the Heisenberg-Euler e�ective Lagrangian Schwinger presented the expression for the

Tµ‹ in the fine structure constant – = e
2
/4fi expansion:

Tµ‹ = T
M

µ‹

1
1 ≠ 16

45m4 –
2F

2
+ gµ‹

2
45m4 –

2
1
4F2 + 7G2

2
+ ... (1.9)

with its nonzero trace

T = Tµµ = 8
45m4 –

2
1
4F2 + 7G2

2
+ ... (1.10)

In massless QED using the one-loop expression (1.2) for Tµ‹ one can get

Tµ‹ = T
M

µ‹

Ë
1 ≠ e

2

24fi2 ln 2e
2F

µ4

È
+ gµ‹

e
2

24fi2 F , G = 0. (1.11)

The Tµ‹ becomes proportional to the space-time metric tensor gµ‹ at the extreme magnetic field

H
2
0 = H

2
c exp (6fi/–) and therefore induces a positive e�ective cosmological constant (see Fig.1).

To calculate the energy momentum tensor Tµ‹ in pure SU(N) YM theory one should use the

expression (1.3) and in the case of QCD, in the limit of chiral fermions, one should also add the

quark contribution (1.4) by using the substitution 11N æ b = 11N ≠ 2Nf :

Tµ‹ = T
Y M

µ‹

Ë
1 + b g

2

96fi2 ln 2g
2F

µ4

È
≠ gµ‹

b g
2

96fi2 F , G = 0. (1.12)

The vacuum energy density T00 © ‘(F) has therefore the following form [13]:

‘(F) = F + b g
2

96fi2 F
1

ln 2g
2F

µ4 ≠ 1
2
. (1.13)

The energy density has its new minimum outside of the perturbative vacuum state ÈG2
µ‹Í = 0, at

the Lorentz and renormalisation group invariant field strength [13]

È2g
2FÍvac = µ

4 exp (≠ 96fi
2

b g2(µ)) = �4
QCD, (1.14)

where b = 11N ≠ 2Nf and characterises the dynamical breaking of scaling invariance in YM

theory†:

Tµµ = ≠ b

48fi2 È2g
2FÍvac.

†
The �QCD is defined here through the covariant subtraction scheme (1.1). The relation with other renormali-

sation schemes can be found in [32].
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2 Quantum Yang-Mills Equation of State

We will assume here that the universe has in it only fluctuating vacuum gauge fields and will neglect

the contributions to the energy density from radiation, elementary particles of the Standard Model

or of the Grand Unification Models (GUM). The contribution of the radiation and of other matter

components can be added afterwards. We will derive the equation of state by using the explicit

expression for the e�ective Lagrangian in the Yang-Mills gauge field theory [1, 2, 3, 4, 5]. The e�ective

Lagrangian is a sum of the Heisenberg-Euler Lagrangian Lq [29] taken in the limit of massless chiral

fermions [2]:

Lq = ≠F + Nf

48fi2 g
2F

Ë
ln(2g

2F
µ4 ) ≠ 1

È
, (2.9)

where Nf is the number of fermion flavours and of the Yang-Mills e�ective Lagrangian Lg for SU(N)

gauge field theory [1, 2, 3]:

Lg = ≠F ≠ 11N

96fi2 g
2F

1
ln 2g

2F
µ4 ≠ 1

2
, F = 1

4G
2
µ‹ = H̨2

a ≠ Ę2
a

2 > 0, G = ĘaH̨a = 0 , (2.10)

where H̨a and Ęa are chromomagnetic and chromoelectric vacuum fields. The one-loop e�ective La-

grangian has exact logarithmic dependence on the invariant F = 1
4G

2
µ‹ . The e�ective Lagrangian

allows to obtain the quantum energy momentum tensor Tµ‹ by using the expressions (2.9) and (2.10)

[2]:

Tµ‹ = T
Y M
µ‹

Ë
1 + b g

2

96fi2 ln 2g
2F

µ4

È
≠ gµ‹

b g
2

96fi2 F , G = 0, (2.11)

where b = 11N ≠ 2Nf . The vacuum energy density has therefore the following form:

T00 © ‘(F) = F + b g
2

96fi2 F
1

ln 2g
2F

µ4 ≠ 1
2

(2.12)

and the spacial components of the stress tensor are:

Tij = ”ij

Ë1
3F + 1

3
b g

2

96fi2 F
1

ln 2g
2F

µ4 + 3
2È

= ”ij p(F). (2.13)

Thus we have the following quantum gauge field theory equation of state:

‘(F) = F + b g
2

96fi2 F
1

ln 2g
2F

µ4 ≠ 1
2
, p(F) = 1

3F + 1
3

b g
2

96fi2 F
1

ln 2g
2F

µ4 + 3
2
. (2.14)

The energy density ‘(F) has its minimum outside of the perturbative vacuum state F = 0 at the

Lorentz and renormalisation group invariant field strength [1]

2g
2Fvac = µ

4 exp (≠ 96fi
2

b g2(µ)) = �4
Y M , (2.15)
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Figure 1: There are regions in the phase space (‘, p) of the quantum Yang-Mills states (2.16) where ‘

and p are positive, where p is positive and ‘ is negative and where they are both negative.

which characterises the dynamical breaking of scaling invariance of YM theory (2.11):
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By expressing the vacuum field strength tensor F in terms of vacuum pressure F = F(p) and substi-

tuting it into the vacuum energy density we will get the equation of state in the form ‘ = ‘(p) shown

in Fig.1. In the limit 2g
2F ∫ �4

Y M (2.16) reduces to a radiation equation of state: p = ‘/3. There

are regions in the phase space of states (‘, p) where ‘ and p are positive, where p is positive and ‘ is

negative and where they are both negative, as it is shown in Fig. 1. The pressure is always higher

than in the case of radiation equation of state:
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It also follows from the energy momentum-tensor expression (2.11) that when the gauge field is in its

ground state (2.15), T
µ‹ is proportional to the space-time metric g

µ‹ :

T
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192fi2 2g
2Fvac, (2.18)

and equation of state reduces to the equation p = ≠‘ > 0. The equation of state p = ≠‘ > 0

is equivalent to having a fluid of positive pressure and negative energy density alternative to the

inflation that is driven by a scalar field (1.6).

In the next sections we will analyse the Freidmann cosmology that is driven by the vacuum gauge

field theory equation of state (2.16). The Einstein equation in the presence of the vacuum energy
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where ‘ is the energy density, p is a pressure, and ȧ = da/cdt. The scale factor a(t) enters into the

metric as [17, 11, 14]
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These are comoving coordinates; the universe expands or contracts as a(t) increases or decreases, and

the matter coordinates remain fixed. The conformal time ÷ is defined as cdt = a(÷)d÷. It is convenient

to transform the Friedmann equations (1.1) into the following form [17, 11, 14]:

‘̇ + 3 ȧ

a
(‘ + p) = 0, (1.3)

ä
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3c4 (‘ + 3p). (1.4)

It follows that the matter equation of state in the universe p = p(‘) defines the behaviour of the

solutions of the Freidmann equations. In the case of dust of zero pressure p = 0, ‘ = const it follows

from (1.3) that ‘ a
3 = const and in the case of pure radiation p = ‘/3 that ‘ a

4 = const. For the

general parametrisation of the equation of state p = w‘ in terms of the barotropic parameter w the

solution of (1.3) has the following form:

‘ a
3(1+w) = const, (1.5)

and when w = ≠1, p = ≠‘ < 0, it follows from (1.4) that the acceleration is positive:
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3c4 ‘ > 0.

The equation of state p = ≠‘ < 0 is equivalent to having a fluid of positive energy density and negative

pressure. Representation of the dark energy as a barotropic fluid provides a su�cient condition for

the accelerating expansion of the universe [8, 9, 10, 23, 11, 12, 14, 15].

Most of the studies of inflation are carried out under the general hypothesis that inflation is driven

by a scalar field [11, 12]. A negative pressure fluid is realised with a scalar field driven inflation where
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‘+3p < 0 can be satisfied when the scalar field is in its vacuum state: V
Õ(„0) = 0, V („0) > 0, „̇0 = 0.

It follows that the strong energy dominance condition ‘+3p Ø 0 is violated when p = ≠‘ = ≠V („0) < 0

and the energy momentum tensor Tµ‹ = gµ‹V („0) imitates the e�ective cosmological term in (1.4):
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It also follows from the energy momentum-tensor expression (2.11) that when the gauge field is in its

ground state (2.15), T
µ‹ is proportional to the space-time metric g
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and equation of state reduces to the equation p = ≠‘ > 0. The equation of state p = ≠‘ > 0

is equivalent to having a fluid of positive pressure and negative energy density alternative to the

inflation that is driven by a scalar field (1.6).
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momentum tensor (2.11) has the following form:
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It follows that the induced e�ective cosmological term can be expressed in terms of vacuum energy

density (2.16) and vacuum field (2.15) as
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During the cosmological evolution the field strength tensor F will not stay constantly in its ground

state (2.15) but will roll through the well-defined trajectory in the phase space of states (‘, p), which

is defined by the Freidmann equations (1.1) and (1.3), (1.4).

In general relativity there is no covariantly constant gauge fields and the time evolution of the gauge

field is described by the Yang-Mills equation in the background gravitational field or equivalently can

be defined through the covariant conservation of the energy-momentum tensor: Tµ‹;‹ = 0. It is the

last option we will use in the next section in solving the Freidmann equations. Time-dependent space

homogeneous solutions of the Yang-Mills equations were first considered in [64, 65, 66] and recently

in the context of the cosmological models in [67, 68, 70, 70, 71].

3 Quantum Yang-Mills Equation of State and Friedmann Cosmology
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where Ḟ = dF/cdt. The time evolution of the energy density ‘ in (1.3) depends on the sign of the
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It follows that for 2g
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2Ḟ) log 2g

2F
�4

Y M

, (3.22)

where Ḟ = dF/cdt. The time evolution of the energy density ‘ in (1.3) depends on the sign of the

sum ‘ + p. By using the expressions for ‘ and p in (2.16) for the sum ‘ + p we will obtain:

‘ + p = 4A
3 (2g

2F) log 2g
2F

�4
Y M

, (3.23)

where A is the gauge group coe�cient:

A = b

192fi2 = 11N ≠ 2Nf

192fi2 . (3.24)

It follows that for 2g
2F < �4

Y M the weak energy dominance condition ‘ + p Ø 0 is violated. The

equation (1.3) now takes the form

2g
2Ḟ + 4(2g

2F) ȧ

a
= 0 (3.25)
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and can be integrated yielding

2g
2F a

4 = const © �4
Y M a

4
0, (3.25)

where the integration constant is parametrised in terms of the initial data parameter a0. The energy

density and pressure (2.16) can now be expressed in terms of the scale factor a(t):

‘ = Aa
4
0

a4

1
log a

4
0

a4 ≠ 1
2
�4

Y M , p = A a
4
0

3a4

1
log a

4
0

a4 + 3
2
�4

Y M . (3.26)

With the help of the last expression for the ‘ the first Freidmann equation (1.1) will take the following

form:

da

cdt
= ±

Û
8fiG

3c4 A �4
Y M

a
4
0

a2

1
log a

4
0

a4 ≠ 1
2

≠ k, k = 0, ±1. (3.27)

It is convenient to define the length scale L as it appears naturally in (2.20) and (3.27):

1
L2 = 8fiG

3c4 A �4
Y M © �eff , (3.28)

so the equation (3.27) will take the following form:

da

cdt
= ±

Û
a

2
0

L2
a

2
0

a2

1
log a

4
0

a4 ≠ 1
2

≠ k. (3.29)

In order to simplify the evolution equations further it is convenient to introduce the dimensionless

scale factor ã and the dimensionless time variable · :

a(·) = a0 ã(·), ct = L ·, (3.30)

where we normalise the scale factor a(·) to the constant parameter a0 in (3.25). In these variables

the evolution equation (3.29) is in its final form:

dã

d·
= ±

Ú
1
ã2

1
log 1

ã4 ≠ 1
2

≠ k“2, k = 0, ±1, “
2 =

1
L

a0

22
. (3.31)

The evolution equation (3.31) can be represented in terms of the dimensionless conformal time ÷:

cdt = L d· = a(÷)d÷ = a0ãd÷, (3.32)

as well as (the prime denotes the di�erentiation with respect to ÷):

ã
Õ © dã

d÷
= ±

Û
1
“2

1
log 1

ã4 ≠ 1
2

≠ k ã2. (3.33)
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momentum tensor (2.11) has the following form:

Rµ‹ ≠ 1
2gµ‹R = 8fiG

c4

Ë
T

Y M
µ‹

1
1 + b g

2

96fi2 ln 2g
2F

µ4

2
≠ gµ‹

b g
2

96fi2 F
È
. (2.19)

It follows that the induced e�ective cosmological term can be expressed in terms of vacuum energy

density (2.16) and vacuum field (2.15) as

�eff = 8fiG

3c4 ‘vac = ≠8fiG

3c4
b

192fi2 2g
2Fvac = ≠8fiG

3c4
b

192fi2 �4
Y M . (2.20)

During the cosmological evolution the field strength tensor F will not stay constantly in its ground

state (2.15) but will roll through the well-defined trajectory in the phase space of states (‘, p), which

is defined by the Friedmann equations (1.1) and (1.3), (1.4).

In general relativity there is no covariantly constant gauge fields and the time evolution of the gauge

field is described by the Yang-Mills equation in the background gravitational field or equivalently can

be defined through the covariant conservation of the energy-momentum tensor: Tµ‹;‹ = 0. It is the

last option we will use in the next section in solving the Friedmann equations. Time-dependent space

homogeneous solutions of the Yang-Mills equations were first considered in [64, 65, 66] and recently

in the context of the cosmological models in [67, 68, 70, 70, 71].

3 Quantum Yang-Mills Equation of State and Friedmann Cosmology

The time derivative of the energy density given in (2.16) is

‘̇ = A (2g
2Ḟ) log 2g

2F
�4

Y M

, (3.21)

where Ḟ = dF/cdt. The time evolution of the energy density ‘ in (1.3) depends on the sign of the

sum ‘ + p. By using the expressions for ‘ and p in (2.16) for the sum ‘ + p we will obtain:

‘ + p = 4A
3 (2g

2F) log 2g
2F

�4
Y M

, (3.22)

where A is the gauge group coe�cient:

A = b

192fi2 = 11N ≠ 2Nf

192fi2 . (3.23)

It follows that for 2g
2F < �4

Y M the weak energy dominance condition ‘ + p Ø 0 is violated. The

equation (1.3) now takes the form

2g
2Ḟ + 4(2g

2F) ȧ

a
= 0 (3.24)
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Figure 2: The behaviour of the potential U≠1(ã) (4.46) is shown in the left figure. When the parameter
“

2 is in the interval 0 Æ “
2

<
2Ô
e
, there are two solutions of the equation U≠1(µi) = 0, i = 1, 2, that

define the Region I, where ã œ [0, µ1] and the Region II, where ã œ [µ2, Œ]. When “
2 = “

2
c = 2Ô

e
,

there is only one solution of the equation U≠1(µs) = 0 that defines the Region III, where ã œ [0, µs].
When 2Ô

e
< “

2, the potential is always positive U≠1(ã) > 0 and the Region IV is where ã œ [0, Œ].
In particular, when “

2 = 1, µ1 ƒ 1, and the scale factor ã(·) is changing in the interval ã œ [0, µ1].
The whole evolution time is · œ [0, 2·m], where ·m ƒ 0.83 is a half period of the Type I solution. The
figure in the middle shows the behaviour of the Type I solution for which the deceleration parameter
is positive, q Ø 1. The Type II solution is changing in the interval ã œ [µ2, Œ], where µ2 ƒ 1.87 and
· œ [0, Œ]. The Type II solution initially grows exponentially because the deceleration parameter is
negative, q < 0, and at late time the regime of exponential expansion continuously transforms into a
linear in time growth of the scale factor shown in the right figure.

The behaviours of the solutions depending on the value of the parameter “
2. When

0 Æ “
2

< “
2
c © 2Ô

e
, (4.48)

there are two solutions ã1 = µ1 and ã2 = µ2 of the above equation that are defining the regions where

the potential U≠1(ã) is positive. In the first region I we have ã œ [0, µ1], and in the second region II

ã œ [µ2, Œ]. These two regions are shown in Fig.2. The region III appears when “
2 = “

2
c and it is the

border line between regions I and II that separates them. At this saddle point “
2 = “

2
c the equation

U≠1(µ) = 0 has only one solution ã = µs and the scale factor ã takes its values in the maximally

available interval ã œ [0, µs]. Finally, in the region IV , where “
2
c < “

2, the potential function U≠1(ã) is

always positive for all values of ã and the scale factor takes its values in the whole interval ã œ [0, Œ].

We will consider these four regions separately.

Let’s consider first the Type I solution when 0 Æ “
2

< “
2
c and ã Æ µ1. The equation (4.47) can be

solved by the substitution

“
2
µ

2 = 2u (4.49)

that reduces the equation (4.47) to the Lamber-Euler type [60, 61, 62]:

ue
≠u = “

2

2
Ô

e
. (4.50)
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Similar to the case of the scalar field driven evolution (1.6) here as well for the fields 2g
2F <

1
e �4

Y M

the strong energy dominance condition ‘ + 3p Ø 0 is violated. From acceleration Freidmann equation

(1.4) and (3.36 ) we have

L
2 ä

a
= ≠ 1

ã4

1
log 1

ã4 + 1
2
. (3.41)

Thus for q with the help of (3.38) we will get

q =
1
ã4

1
log 1

ã4 + 1
2

1
ã4

1
log 1

ã4 ≠ 1
2

≠ k“2

ã2

(3.42)

and for the density parameter �vac the following expression:

�vac © 8fiG

3c4
‘

H2 = 1
L2H2

1
ã4

1
log 1

ã4 ≠ 1
2
, (3.43)

where we used (3.36 ), (3.28). By using the equation (3.38) �vac can be expressed also in the following

form:

�vac ≠ 1 = k
“

2

L2H2ã2 = k
“

2

(dã
d· )2 . (3.44)

We will investigate these observables in the two-dimensional parameter space (a0, �Y M ) in each of the

six regions (3.34). As we mentioned above, the parameter “
2 = L2

a2
0

is a function of a0 and �Y M , the

basic parameters defining the evolution of the Freidmann equations in the case of gauge field theory

vacuum. We will start our analysis by considering the k = ≠1 geometry and 0 Æ “
2

< “
2
c .

4 Type I Solution

The equation (3.31) takes the following form:

dã

d·
= ±

Ú
1
ã2

1
log 1

ã4 ≠ 1
2

+ “2, where 0 Æ “
2
, (4.45)

and the corresponding ”potential” function U≠1(ã) shown in Fig.2 is:

U≠1(ã) © 1
ã2

1
log 1

ã4 ≠ 1
2

+ “
2
. (4.46)

The solution of the equation U≠1(µ) = 0 determines the values of the scale factor ã = µ at which the

square root changes its sign. The evolution equation (4.45) should be restricted to those real values

of ã at which the potential U0(ã) is nonnegative. Thus the equation U≠1(µ) = 0 defines the boundary

values of the scale factor ã = µ:

1
µ2

1
log 1

µ4 ≠ 1
2

+ “
2 = 0. (4.47)
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Region I Region II

Region III

Region IV

The evolution equations (3.31) and (3.33) should be investigated in six regions of the two-dimensional

parameter space (a0, �Y M ). The numerical value of “
2 defines the relation a

2
0 = 1

“2 L
2(�Y M ) be-

tween basic independent parameters a0 and �Y M through the equations (3.31) and (3.28). Thus the

corresponding six regions in the parameter space are defined in terms of “
2:

k = ≠1, 0 Æ “
2

< “
2
c Regions I (ã Æ µ1) and II (µ2 Æ ã)

k = ≠1, “
2 = “

2
c = 2

Ô
e

Region III (separatrix) (ã Æ µc)

k = ≠1, “
2
c < “

2 Regions IV (0 Æ ã) (3.34)

k = 0,

k = 1, 0 Æ “
2
.

In terms of scale factor ã and time variable · (3.30) the field strength tensor (3.25) has the following

form:

2g
2
F = �4

Y M

ã4(·) (3.35)

and the energy density and the pressure (3.26) will take the form

‘ = A

ã4(·)
1

log 1
ã4(·) ≠ 1

2
�4

Y M , p = A

3ã4(·)
1

log 1
ã4(·) + 3

2
�4

Y M . (3.36)

There is a straightforward relation between energy density, pressure and the barotropic parameter w:

p = 1
3‘ + 4

3
A

ã4(·)�4
Y M , w = p

‘
=

log 1
ã4(·) + 3

3
1

log 1
ã4(·) ≠ 1

2 . (3.37)

In the next sections we will investigate the solutions of the equation (3.31) and the time evolution of

the field strength tensor (3.35), of the energy density and the pressure (3.36 ). We can also extract

the Hubble parameter from (1.1) by using (3.31)

L
2
H

2 = L
2
1

ȧ

a

22
= 1

ã2

1
dã

d·

22
= 1

ã4(·)
1

log 1
ã4(·) ≠ 1

2
≠

k“
2

ã2(·) (3.38)

and the corresponding deceleration parameter

q = ≠
ä

a

1
H2 . (3.39)

The acceleration is determined by the right-hand side of the equation (1.4) and is proportional to

‘ + 3p, which is:

‘ + 3p = 2A (2g
2
F)

1
log 2g

2
F

�4
Y M

+ 1
2
. (3.40)
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≠
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2

ã2(·) (3.38)
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ä

a

1
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In the next sections we will investigate the solutions of the equation (3.31) and the time evolution of

the field strength tensor (3.35), of the energy density and the pressure (3.36 ). We can also extract

the Hubble parameter from (1.1) by using (3.31)
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H
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1

ȧ
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ã2
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dã
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22
= 1

ã4(·)
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log 1
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2
≠
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and the corresponding deceleration parameter

q = ≠
ä

a
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The acceleration is determined by the right-hand side of the equation (1.4) and is proportional to

‘ + 3p, which is:
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where a(ts) is ”about the size of a marble” [9]. The density parameter � (3.43) has the following form

�vac ≠ 1 = ≠
“

2

(dã
d· )2 = ≠

“
2
µ

2
2e

b2/2

“2µ
2
2(eb2/2 ≠ 1) ≠ b2 (6.93)

and at t ∫ ts (b2
æ Œ) the vacuum density tends to zero �vac æ 0 meaning that the influence of the

gauge field theory vacuum on the evolution of the universe fades out turning into a linear expansion

(6.88).

It seems natural to include the energy densities ‘f that can contribute into the total energy density

‘ =
q

‘f from the hierarchy of fundamental interaction scales. Taking into account the fact that at

each scale (5.70) the acceleration has a finite duration (6.87) and appears at a di�erent epoch of the

universe expansion, its seems possible that a very large scale �Õ
Y M ∫ GeV contributes to the inflation

at the initial stages of the expansion and a smaller scale �ÕÕ
Y M ƒ eV contributes to the late-time

acceleration of the universe. In addition here we do not include the energy density of the standard

matter (1.5) that can be easily included, and the subsequent evolution of the universe will turn into

the standard hot universe expansion. In the next section we will consider the Type III solution when

the parameter “
2 is equal to its critical value “

2 = “
2
c .

7 Type III Solution (Separatrix)

Consider now the Type III solution when “
2 = “

2
c = 2Ô

e
. The Lamber-Euler equation (5.50)

ue
≠u = “

2
c

2
Ô

e
= 1

e

in this case has a unique solution (see Appendix B)

uc = ≠W0(≠1
e

) = ≠W≠(≠1
e

) = 1,

and from (5.49) we get

µ
2
c = 2uc

“2
c

=
Ô

e , µ
2
c“

2
c = 2. (7.94)

The interval in which ã variates is now

ã œ [0, µc]. (7.95)

When “
2

æ “
2
c , the region I and region II (5.52) and (6.71) merge at µ

2
1 = µ

2
2 æ µ

2
c , as one can see

from (5.53), (6.72). With the substitution

ã = µce
b
, b œ [≠Œ, 0], (7.96)
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There is a straightforward relation between energy density, pressure and the barotropic parameter w:
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log 1
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In the next sections we will investigate the solutions of the equation (3.31) and the time evolution of

the field strength tensor (3.35), of the energy density and the pressure (3.36 ). We can also extract
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ȧ

a

22
= 1

ã2
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The acceleration is determined by the right-hand side of the equation (1.4) and is proportional to
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2
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ã4(·)
1

log 1
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k = ≠1, “
2
c < “

2 Regions IV (0 Æ ã) (3.34)
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ȧ

a

22
= 1

ã2
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Thanks for you explanation of Donoghue’s article. Apart from my misguided remark about

< Tµ‹ >= �
4
(≠1, 1/3, 1/3, 1/3), (0.13)

it should of course be

< Tµ‹ >= �
4
÷µ‹ (0.14)

as Donoghue also write in (6) and (7), I still think that the article is wrong. In fact (6) and (7) are just

correct in flat spacetime and even textbook stu�. The point is of course that it can be renormalized

away by adding a ”cosmological” term even in flat spacetime.

If you have a non-trivial metric which goes slowing and nicely into flat spacetime then of course

the corresponding calculations when the gravitational field is a background field should also do so.

The result cannot just jump from �
4

to zero if one adds a infinitesimal gravitational background field.

And it does not. First of all, let us use a regulator which is explicitly di�eomorphism invariant: the

Pauli-Villars regularisation. It consists itself of a number of scalar field (coupled to the background

geometry). Thus there is no question about �
4

being gauge invariant or not, it is simply proportional

to the combinations of powers of the invariant masses appearing in the PV action. When explicitly

calculating < Tµ‹ > in (6) obtains

Const x M
4
, (0.15)

where the three Masses needed are proportional to M .
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a well-defined physically motivated prescription allowing to obtain a finite, gauge and renormalisation

group invariant results when investigating the vacuum fluctuations of quantised fields. It appears that

only the di�erence between vacuum energy in the presence and in the absence of the external sources

has a well defined physical meaning. Here we will follow this prescription and will derive the quantum

equation of state for the non-Abelian gauge fields using e�ective Lagrangian approach and analyse the

properties of Friedmann cosmology that is driven by the quantum Yang-Mills equation of state.
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The calculation of the e�ective Lagrangian in QED by Heisenberg and Euler was the first example of
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only the di�erence between vacuum energy in the presence and in the absence of the external sources
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properties of Friedmann cosmology that is driven by the quantum Yang-Mills equation of state.
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Type II Solution —  Initial Acceleration of Finite Duration       

5 Type II Solution

For the Type II solution we have 0 Æ “
2

<
2Ô
e

and ã Ø µ2. The Lamber-Euler equation (4.50)

ue
≠u = “

2

2
Ô

e

has an alternative solution expressible in terms of W≠(x) function, which represents the other branch

of the general W (x) function of the real argument x (see Appendix A). For the negative values of

the argument in the interval ≠1/e Æ x Æ 0 the function acquires negative values in the interval

≠Œ Æ W≠(x) Æ ≠1. Thus the solution takes the following form:

u = ≠W≠
1

≠ “
2

2
Ô

e

2
.

The minimal value of the scale factor (4.49) therefore is

µ
2
2 = ≠ 2

“2 W≠
1

≠ “
2

2
Ô

e

2
, (5.71)

and it follows that (see Appendix A)

Ô
e < µ

2
2 Æ Œ, 2 < “

2
µ

2
2. (5.72)

The interval in which ã takes its values is now infinite:

ã œ [µ2, Œ]. (5.73)

With the substitution

ã
4 = µ

4
2e

b2
, b œ [0, Œ], (5.74)

the equation (4.45) will take the following form:

db

d·
= 2

µ
2
2

e
≠ b2

2
1

“
2
µ

2
2

b2 (e
b2
2 ≠ 1) ≠ 1

21/2
. (5.75)

With the boundary conditions at · = 0 where b(0) = 0 (ã(0) = µ2) we will get the integral represen-

tation of the function b(·):

⁄ b(·)

0

db e
b2
2

1
“2µ2

2
b2 (e b2

2 ≠ 1) ≠ 1
21/2 = 2

µ
2
2

·. (5.76)

The time interval is · œ [0, Œ], and as · æ Œ, we have

b
2(·) ƒ 4 ln “

µ2
·, ã ƒ “· = ct. (5.77)
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and can be integrated yielding

2g
2F a

4 = const © �4
Y M a

4
0, (3.25)

where the integration constant is parametrised in terms of the initial data parameter a0. The energy

density and pressure (2.16) can now be expressed in terms of the scale factor a(t):

‘ = Aa
4
0

a4

1
log a

4
0

a4 ≠ 1
2
�4

Y M , p = A a
4
0

3a4

1
log a

4
0

a4 + 3
2
�4

Y M . (3.26)

With the help of the last expression for the ‘ the first Freidmann equation (1.1) will take the following

form:

da

cdt
= ±

Û
8fiG

3c4 A �4
Y M

a
4
0

a2

1
log a

4
0

a4 ≠ 1
2

≠ k, k = 0, ±1. (3.27)

It is convenient to define the length scale L as it appears naturally in (2.20) and (3.27):

1
L2 = 8fiG

3c4 A �4
Y M © �eff , (3.28)

so the equation (3.27) will take the following form:

da

cdt
= ±

Û
a

2
0

L2
a

2
0

a2

1
log a

4
0

a4 ≠ 1
2

≠ k. (3.29)

In order to simplify the evolution equations further it is convenient to introduce the dimensionless

scale factor ã and the dimensionless time variable · :

a(·) = a0 ã(·), ct = L ·, (3.30)

where we normalise the scale factor a(·) to the constant parameter a0 in (3.25). In these variables

the evolution equation (3.29) is in its final form:

dã

d·
= ±

Ú
1
ã2

1
log 1

ã4 ≠ 1
2

≠ k“2, k = 0, ±1, “
2 =

1
L

a0

22
. (3.31)

The evolution equation (3.31) can be represented in terms of the dimensionless conformal time ÷:

cdt = L d· = a(÷)d÷ = a0ãd÷, (3.32)

as well as (the prime denotes the di�erentiation with respect to ÷):

ã
Õ © dã

d÷
= ±

Û
1
“2

1
log 1

ã4 ≠ 1
2

≠ k ã2. (3.33)
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5 Type II Solution

For the Type II solution we have 0 Æ “
2

<
2Ô
e

and ã Ø µ2. The Lamber-Euler equation (4.50)

ue
≠u = “

2

2
Ô

e

has an alternative solution expressible in terms of W≠(x) function, which represents the other branch

of the general W (x) function of the real argument x (see Appendix A). For the negative values of

the argument in the interval ≠1/e Æ x Æ 0 the function acquires negative values in the interval

≠Œ Æ W≠(x) Æ ≠1. Thus the solution takes the following form:

u = ≠W≠
1

≠ “
2

2
Ô

e

2
.

The minimal value of the scale factor (4.49) therefore is

µ
2
2 = ≠ 2

“2 W≠
1

≠ “
2

2
Ô

e

2
, (5.71)

and it follows that (see Appendix A)

Ô
e < µ

2
2 Æ Œ, 2 < “

2
µ

2
2. (5.72)

The interval in which ã takes its values is now infinite:

ã œ [µ2, Œ]. (5.73)

With the substitution

ã
4 = µ

4
2e

b2
, b œ [0, Œ], (5.74)

the equation (4.45) will take the following form:

db

d·
= 2

µ
2
2

e
≠ b2

2
1

“
2
µ

2
2

b2 (e
b2
2 ≠ 1) ≠ 1

21/2
. (5.75)

With the boundary conditions at · = 0 where b(0) = 0 (ã(0) = µ2) we will get the integral represen-

tation of the function b(·):

⁄ b(·)

0

db e
b2
2

1
“2µ2

2
b2 (e b2

2 ≠ 1) ≠ 1
21/2 = 2

µ
2
2

·. (5.76)

The time interval is · œ [0, Œ], and as · æ Œ, we have

b
2(·) ƒ 4 ln “

µ2
·, ã ƒ “· = ct. (5.77)
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Figure 2: The behaviour of the potential U≠1(ã) (4.46) is shown in the left figure. When the parameter
“

2 is in the interval 0 Æ “
2

<
2Ô
e
, there are two solutions of the equation U≠1(µi) = 0, i = 1, 2, that

define the Region I, where ã œ [0, µ1] and the Region II, where ã œ [µ2, Œ]. When “
2 = “

2
c = 2Ô

e
,

there is only one solution of the equation U≠1(µs) = 0 that defines the Region III, where ã œ [0, µs].
When 2Ô

e
< “

2, the potential is always positive U≠1(ã) > 0 and the Region IV is where ã œ [0, Œ].
In particular, when “

2 = 1, µ1 ƒ 1, and the scale factor ã(·) is changing in the interval ã œ [0, µ1].
The whole evolution time is · œ [0, 2·m], where ·m ƒ 0.83 is a half period of the Type I solution. The
figure in the middle shows the behaviour of the Type I solution for which the deceleration parameter
is positive, q Ø 1. The Type II solution is changing in the interval ã œ [µ2, Œ], where µ2 ƒ 1.87 and
· œ [0, Œ]. The Type II solution initially grows exponentially because the deceleration parameter is
negative, q < 0, and at late time the regime of exponential expansion continuously transforms into a
linear in time growth of the scale factor shown in the right figure.

The behaviours of the solutions depending on the value of the parameter “
2. When

0 Æ “
2

< “
2
c © 2Ô

e
, (4.48)

there are two solutions ã1 = µ1 and ã2 = µ2 of the above equation that are defining the regions where

the potential U≠1(ã) is positive. In the first region I we have ã œ [0, µ1], and in the second region II

ã œ [µ2, Œ]. These two regions are shown in Fig.2. The region III appears when “
2 = “

2
c and it is the

border line between regions I and II that separates them. At this saddle point “
2 = “

2
c the equation

U≠1(µ) = 0 has only one solution ã = µs and the scale factor ã takes its values in the maximally

available interval ã œ [0, µs]. Finally, in the region IV , where “
2
c < “

2, the potential function U≠1(ã) is

always positive for all values of ã and the scale factor takes its values in the whole interval ã œ [0, Œ].

We will consider these four regions separately.

Let’s consider first the Type I solution when 0 Æ “
2

< “
2
c and ã Æ µ1. The equation (4.47) can be

solved by the substitution

“
2
µ

2 = 2u (4.49)

that reduces the equation (4.47) to the Lamber-Euler type [60, 61, 62]:

ue
≠u = “

2

2
Ô

e
. (4.50)
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2
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e
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2
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The minimal value of the scale factor (4.49) therefore is

µ
2
2 = ≠ 2

“2 W≠
1

≠ “
2

2
Ô

e

2
, (5.71)

and it follows that (see Appendix A)

Ô
e < µ

2
2 Æ Œ, 2 < “

2
µ

2
2. (5.72)

The interval in which ã takes its values is now infinite:

ã œ [µ2, Œ]. (5.73)

With the substitution

ã
4 = µ

4
2e

b2
, b œ [0, Œ], (5.74)

the equation (4.45) will take the following form:

db

d·
= 2

µ
2
2

e
≠ b2

2
1

“
2
µ

2
2

b2 (e
b2
2 ≠ 1) ≠ 1

21/2
. (5.75)

With the boundary conditions at · = 0 where b(0) = 0 (ã(0) = µ2) we will get the integral represen-

tation of the function b(·):

⁄ b(·)

0

db e
b2
2

1
“2µ2

2
b2 (e b2

2 ≠ 1) ≠ 1
21/2 = 2

µ
2
2

·. (5.76)

The time interval is · œ [0, Œ], and as · æ Œ, we have

b
2(·) ƒ 4 ln “

µ2
·, ã ƒ “· = ct. (5.77)

14The regime of the exponential growth will continuously transformed into the linear in time growth of

the scale factor‡

a(t) ƒ ct, a(÷) ƒ a0e
÷
. (5.87)

The acceleration has its trace on the behaviour of Hubble parameter, which has the following form:

L
2
H

2 = e
≠b2

µ
4
2

1
“

2
µ

2
2(eb2/2 ≠ 1) ≠ b

2
2
. (5.88)

The L
2
H

2 is sharply increasing from zero value and reaches its maximum at

b
2
s = 1 ≠ “

2
µ

2
2 ≠ 2W≠1

1
≠ “

2
µ

2
2

4 exp (1 ≠ “
2
µ

2
2

2 )
2

(5.89)

and allows to estimate its duration

·s = µ
2
2

2

⁄ 9bs

0

db e
b2
2

1
“2µ2

2
b2 (e b2

2 ≠ 1) ≠ 1
21/2 . (5.90)

The number of e-foldings for the time evolution from · = 0 to ·s is defined as N = ln a(·s)
a(0) . For the

typical parameters around “
2 = 1.211, µ

2
2 ƒ 1.75 we get ·s = 1023 and N ƒ 53. The duration of the

inflation in the case of the GUM scale �Y M = �GUM = 1016
GeV is of order

t
GUM
s = LGUM

c
·s ƒ 4.2 ◊ 10≠13

sec, (5.91)

where LGUM ƒ 1.25 ◊ 10≠25
cm as in (4.70). The initial and finale values of the scale factor are:

a(0) = LGUM
µ2
“

ƒ 1.5 ◊ 10≠25
cm, a(ts) = LGUM

µ2
“

e
N ƒ 1.25 ◊ 10≠2

cm,

where a(ts) is ”about the size of a marble” [8]. The density parameter � (3.43) has the following form

�vac ≠ 1 = ≠ “
2

(dã
d· )2 = ≠ “

2
µ

2
2e

b2/2

“2µ
2
2(eb2/2 ≠ 1) ≠ b2 (5.92)

and at t ∫ ts (b2 æ Œ) the vacuum density parameter tends to zero �vac æ 0 meaning that the

influence of the gauge field theory vacuum on the evolution of the universe fades out turning into a

linear expansion (5.87).

It follows from the above consideration that it is natural to include the contributions to the total

energy density ‘ =
q

‘f arising from the hierarchy of fundamental interaction scales ‘f . Taking into

account the fact that at each scale (4.70) the acceleration has a finite duration (5.86) and appears at

a di�erent epoch of the universe expansion, its seems possible that a very large scale �Õ
Y M ∫ GeV

‡The asymptotic solution of (5.75) is b2
4 ƒ ln “

µ2
· and a = a0µ2 exp (b2/4), as it follows from (3.30), (5.74).
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Figure 3: The r.h.s ‘ + 3p of the Friedmann acceleration equation (1.4) always negative in the case
of Type II solution (6.82).

The field strength evolution in time is expressible in terms of b(·) function:

2g
2
F = e

≠b2(·)

µ
4
2

�4
Y M . (6.78)

The maximal value of the field strength (3.35) is at · = 0 where b(0) = 0:

2g
2
Fm = 1

µ
4
1
�4

Y M , (6.79)

and from (6.72 )

0 Æ 2g
2
Fm <

1
e

�4
Y M . (6.80)

The behaviour of the energy density and pressure is:

‘ = ≠
A

µ
4
2
e

≠b2(·)
1
b

2(·) + “
2
µ

2
2
2
�4

Y M , p = ≠
A

3µ
4
2
e

≠b2(·)
1
b

2(·) + “
2
µ

2
2 ≠ 4

2
�4

Y M , (6.81)

and as · æ Œ the energy density and pressure tend to zero values of the perturbative vacuum state.

The right-hand side of the Friedmann acceleration equation (1.4) has the following form:

‘ + 3p = ≠
2A

µ
4
2

e
≠b2(·)(b2(·) + “

2
µ

2
2 ≠ 2)�4

Y M , b œ [0, +Œ], (6.82)

and is always negative Fig.3. At the initial stages of the expansion · = 0 (b = 0) the energy density

and pressure are finite and the solution avoids a singular behaviour

a(0) = a0 ã(0) = a0 µ2 e
b(0)2/4 = L

µ2
“

> 0.

This behaviour of the scale factor can be compared with the nonsingular solution discussed in [8]. For

the equation of state p = w‘ one can find the behaviour of the e�ective parameter w

wII = b
2(·) + “

2
µ

2
2 ≠ 4

3
1
b2(·) + “2µ

2
2
2 , ≠ 1 Æ wII , (6.83)

where b œ [0, Œ]. The deceleration parameter of the Type II solution is always negative:

qII = b
2 + “

2
µ

2
2 ≠ 2

b2 + “2µ
2
2(1 ≠ eb2/2)

< 0 (6.84)
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Evolution of Energy Density and Pressure     

The evolution equations (3.31) and (3.33) should be investigated in six regions of the two-dimensional

parameter space (a0, �Y M ). The numerical value of “
2 defines the relation a

2
0 = 1

“2 L
2(�Y M ) be-

tween basic independent parameters a0 and �Y M through the equations (3.31) and (3.28). Thus the

corresponding six regions in the parameter space are defined in terms of “
2:

k = ≠1, 0 Æ “
2

< “
2
c Regions I and II

k = ≠1, “
2 = “

2
c = 2Ô

e
Region III

k = ≠1, “
2
c < “

2 Regions IV (3.34)

k = 0,

k = 1, 0 Æ “
2
.

In terms of scale factor ã and time variable · (3.30) the field strength tensor (3.25) has the following

form:

2g
2F = �4

Y M

ã4(·) (3.35)

and the energy density and the pressure (3.26) will take the form

‘ = A
ã4(·)

1
log 1

ã4(·) ≠ 1
2
�4

Y M , p = A
3ã4(·)

1
log 1

ã4(·) + 3
2
�4

Y M . (3.36)

There is a straightforward relation between energy density, pressure and the barotropic parameter w:

p = 1
3‘ + 4

3
A

ã4(·)�4
Y M , w = p

‘
=

log 1
ã4(·) + 3

3
1

log 1
ã4(·) ≠ 1

2 . (3.37)

In the next sections we will investigate the solutions of the equation (3.31) and the time evolution of

the field strength tensor (3.35), of the energy density and the pressure (3.36 ). We can also extract

the Hubble parameter from (1.1) by using (3.31)

L
2
H

2 = L
2
1

ȧ

a

22
= 1

ã2

1
dã

d·

22
= 1

ã4(·)
1

log 1
ã4(·) ≠ 1

2
≠ k“

2

ã2(·) (3.38)

and the corresponding deceleration parameter

q = ≠ ä

a

1
H2 . (3.39)

The acceleration is determined by the right-hand side of the equation (1.4) and is proportional to

‘ + 3p, which is:

‘ + 3p = 2A (2g
2F)

1
log 2g

2F
�4

Y M

+ 1
2
. (3.40)
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Type II Solution —  Effective Parameter w      

This behaviour of the scale factor can be compared with the nonsingular solution discussed in [8].

For the equation of state p = w‘ one can find the behaviour of the e�ective parameter w

wII = b
2(·) + “

2
µ

2
2 ≠ 4

3
1
b2(·) + “2µ

2
2
2 , ≠

1
3 < wII , (6.83)

where b œ [0, Œ]. The deceleration parameter of the Type II solution is always negative:

qII = b
2 + “

2
µ

2
2 ≠ 2

b2 + “2µ
2
2(1 ≠ eb2/2)

< 0 (6.84)

in the region II (6.72) where 2 < “
2
µ

2
2. As it follows from (6.84) and (6.76), there is a period of strong

acceleration

qII Ã ≠
2
b2 (6.85)

at the initial stages of the expansion b
2

≥ · and the scale factor (6.74) grows exponentially:

a(t) ƒ L
µ2
“

exp
Ë 2
µ

2
2

Û
“2µ

2
2

2 ≠ 1 ct

L

È
. (6.86)

The inflation is slowing down when ct > L because b
2 increases and the acceleration drops:

qII Ã ≠
b

2

“2µ
2
2
e

≠b2/2
æ 0. (6.87)

The regime of the exponential growth will continuously transformed into the linear in time growth of

the scale factor§

a(t) ƒ ct, a(÷) ƒ a0e
÷
. (6.88)

The acceleration has its trace on the behaviour of Hubble parameter, which has the following form:

L
2
H

2 = e
≠b2

µ
4
2

1
“

2
µ

2
2(eb2/2

≠ 1) ≠ b
2
2
. (6.89)

The L
2
H

2 is sharply increasing from zero value and reaches its maximum at

b
2
s = 1 ≠ “

2
µ

2
2 ≠ 2W≠1

1
≠

“
2
µ

2
2

4 exp (1 ≠ “
2
µ

2
2

2 )
2

(6.90)

and allows to estimate its duration

·s = µ
2
2

2

⁄ 9bs

0

db e
b2
2

1
“2µ2

2
b2 (e b2

2 ≠ 1) ≠ 1
21/2 . (6.91)

§The asymptotic solution of (6.75) is b2
4 ƒ ln “

µ2
· and a = a0µ2 exp (b2/4), as it follows from (3.30), (6.74).
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Figure 2: The behaviour of the potential U≠1(ã) (4.46) is shown in the left figure. When the parameter
“

2 is in the interval 0 Æ “
2

<
2Ô
e
, there are two solutions of the equation U≠1(µi) = 0, i = 1, 2, that

define the Region I, where ã œ [0, µ1] and the Region II, where ã œ [µ2, Œ]. When “
2 = “

2
c = 2Ô

e
,

there is only one solution of the equation U≠1(µs) = 0 that defines the Region III, where ã œ [0, µs].
When 2Ô

e
< “

2, the potential is always positive U≠1(ã) > 0 and the Region IV is where ã œ [0, Œ].
In particular, when “

2 = 1, µ1 ƒ 1, and the scale factor ã(·) is changing in the interval ã œ [0, µ1].
The whole evolution time is · œ [0, 2·m], where ·m ƒ 0.83 is a half period of the Type I solution. The
figure in the middle shows the behaviour of the Type I solution for which the deceleration parameter
is positive, q Ø 1. The Type II solution is changing in the interval ã œ [µ2, Œ], where µ2 ƒ 1.87 and
· œ [0, Œ]. The Type II solution initially grows exponentially because the deceleration parameter is
negative, q < 0, and at late time the regime of exponential expansion continuously transforms into a
linear in time growth of the scale factor shown in the right figure.

The behaviours of the solutions depending on the value of the parameter “
2. When

0 Æ “
2

< “
2
c © 2Ô

e
, (4.48)

there are two solutions ã1 = µ1 and ã2 = µ2 of the above equation that are defining the regions where

the potential U≠1(ã) is positive. In the first region I we have ã œ [0, µ1], and in the second region II

ã œ [µ2, Œ]. These two regions are shown in Fig.2. The region III appears when “
2 = “

2
c and it is the

border line between regions I and II that separates them. At this saddle point “
2 = “

2
c the equation

U≠1(µ) = 0 has only one solution ã = µs and the scale factor ã takes its values in the maximally

available interval ã œ [0, µs]. Finally, in the region IV , where “
2
c < “

2, the potential function U≠1(ã) is

always positive for all values of ã and the scale factor takes its values in the whole interval ã œ [0, Œ].

We will consider these four regions separately.

Let’s consider first the Type I solution when 0 Æ “
2

< “
2
c and ã Æ µ1. The equation (4.47) can be

solved by the substitution

“
2
µ

2 = 2u (4.49)

that reduces the equation (4.47) to the Lamber-Euler type [60, 61, 62]:

ue
≠u = “

2

2
Ô

e
. (4.50)
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The regime of the exponential growth will continuously transformed into the linear in time growth of

the scale factor‡

a(t) ƒ ct, a(÷) ƒ a0e
÷
. (5.87)

The acceleration has its trace on the behaviour of Hubble parameter, which has the following form:

L
2
H

2 = e
≠b2

µ
4
2

1
“

2
µ

2
2(eb2/2 ≠ 1) ≠ b

2
2
. (5.88)

The L
2
H

2 is sharply increasing from zero value and reaches its maximum at

b
2
s = 1 ≠ “

2
µ

2
2 ≠ 2W≠1

1
≠ “

2
µ

2
2

4 exp (1 ≠ “
2
µ

2
2

2 )
2

(5.89)

and allows to estimate its duration

·s = µ
2
2

2

⁄ 9bs

0

db e
b2
2

1
“2µ2

2
b2 (e b2

2 ≠ 1) ≠ 1
21/2 . (5.90)

The number of e-foldings for the time evolution from · = 0 to ·s is defined as N = ln a(·s)
a(0) . For the

typical parameters around “
2 = 1.211, µ

2
2 ƒ 1.75 we get ·s = 1023 and N ƒ 53. The duration of the

inflation in the case of the GUM scale �Y M = �GUM = 1016
GeV is of order

t
GUM
s = LGUM

c
·s ƒ 4.2 ◊ 10≠13

sec, (5.91)

where LGUM ƒ 1.25 ◊ 10≠25
cm as in (4.70). The initial and finale values of the scale factor are:

a(0) = LGUM
µ2
“

ƒ 1.5 ◊ 10≠25
cm, a(ts) = LGUM

µ2
“

e
N ƒ 1.25 ◊ 10≠2

cm,

where a(ts) is ”about the size of a marble” [8]. The density parameter � (3.43) has the following form

�vac ≠ 1 = ≠ “
2

(dã
d· )2 = ≠ “

2
µ

2
2e

b2/2

“2µ
2
2(eb2/2 ≠ 1) ≠ b2 (5.92)

and at t ∫ ts (b2 æ Œ) the vacuum density parameter tends to zero �vac æ 0 meaning that the

influence of the gauge field theory vacuum on the evolution of the universe fades out turning into a

linear expansion (5.87).

It follows from the above consideration that it is natural to include the contributions to the total

energy density ‘ =
q

‘f arising from the hierarchy of fundamental interaction scales ‘f . Taking into

account the fact that at each scale (4.70) the acceleration has a finite duration (5.86) and appears at

a di�erent epoch of the universe expansion, its seems possible that a very large scale �Õ
Y M ∫ GeV

‡The asymptotic solution of (5.75) is b2
4 ƒ ln “

µ2
· and a = a0µ2 exp (b2/4), as it follows from (3.30), (5.74).
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