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Puzzles… Measuring |Vub| and |Vcb|
* Decays don’t happen at quark level, non-perturbative physics make things
complicated
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* Hadronic transition matrix element needs to be Lorentz covariant

! Function of Lorentz vectors and scalars of the decay ! p
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! On-shell B ! X decay: form factors encode non-perturbative physics

* Form factors unknown functions of q
2 = (pB � pX )2 = (p` + p⌫)2

* E.g. decay rate in the SM for B ! scalar ` ⌫̄` decay: f = single form factor
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It may look cute, but that 
might be deceiving…

Flavor Constraints on New Physics Zoltan Ligeti

Figure 3: Some recent measurements in tension with the SM. The horizontal axis shows the nominal sig-
nificance. The vertical axis shows (monotonically, in my opinion) an undefined function of an ill-defined
variable: the theoretical cleanliness. That is, the level of plausibility that a really conservative estimate of
the theory uncertainty of each observable may affect the significance of its deviation from the SM by 1s .
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Figure 4: Left: measurements of R(D(⇤)) [8, 10, 11, 12, 13], their averages [14], the SM predictions [15,
16, 17, 18], and future sensitivity [19]. Right: the measurements, world average (red), and SM prediction.

It is somewhat surprising to find so large deviations from the SM in processes which occur at
tree level. The central values of the current world averages would imply that there has to be new
physics at or below the TeV scale. Some scenarios are excluded by LHC Run 1 bounds already, and
more will soon be constrained by the Run 2 data. To fit the current central values, mediators with
leptoquark or W 0 quantum numbers are preferred, compared to scalars. Leptoquarks are favored if
one requires the NP to be minimally flavor violating (MFV), which helps explain the absence of
other flavor signals and suppress direct production of the new particles at the LHC from partons
abundant in protons [20]. Currently the “simplest" models that fit the data modify the SM four-
fermion operator (after Fierzing), and then the t polarization is not affected, in agreement with its
first measurement [13]. There are even viable scenarios in which B ! D(⇤)tn̄ are SM-like, but
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… Long-standing discrepancy since 
more than two decades

by M. Prim

https://arxiv.org/pdf/1704.02938
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Figure 66: Combined average on |Vub| and |Vcb| including the LHCb measurements of |Vub|/|Vcb|

from ω0
b

→ pµ→εµ and B
0
s

→ Kµ→εµ decays, the exclusive |Vub| measurement from B → ϑϖ→εω,
and the |Vcb| average from B → Dϖ→εω, B → D↑ϖ→εω and B

0
s

→ D(↑)
s µ→εµ measurements. The

point with the error bars corresponds to the inclusive |Vcb| from from Ref. [62], and the inclusive
|Vub| from GGOU calculation (Sec. 7.4.3).

• R(D) = 0.296 ± 0.004: where the central value and the uncertainty are obtained from3218

an arithmetic average of the predictions from Refs. [540, 628–632]. All these predic-3219

tions are based on calculations of form factors for B → Dϖε at non-zero recoil from3220

FNAL/MILC [538] and HPQCD [539]. The FLAG Collaboration, has averaged these two3221

calculations and provides a result of R(D) = 0.2934 ± 0.0053 with only lattice inputs3222

and R(D) = 0.2951 ± 0.0031 using also experimental inputs from B-factories [540]. The3223

latter is used in the prediction reported above. Some calculations use inputs from LCSR3224

calculation at low q2, as in Refs. [629] and [632]. The prediction from Ref. [630] is based3225

only on a re-analysis of the LQCD calculations.3226

• R(D↑) = 0.256±0.006: where the central value and the uncertainty are obtained from an3227

arithmetic average of the predictions from Refs. [629,631–635]. These calculations are in3228

good agreement with each other, and consistent with older predictions. They are based on3229

Lattice QCD calculations at non-zero recoil recently available, LCSR calculations at low q2
3230

and experimental inputs from Belle, [520]. Some predictions are the result of a combined3231

fit of both R(D) and R(D↑), like Ref. [629,631,632]. The authors of Refs. [629] and [632],3232

obtain predictions with and without using experimental inputs. In this average we use3233

186

HFLAV report 2024, https://arxiv.org/abs/2411.18639
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Figure 26 Left: R(D(⇤)) world averages with di↵erent assumptions for the unknown correlation ⇢D⇤⇤ : The average with
⇢D⇤⇤ = 0 (light blue) is based on similar assumptions as (Amhis et al., 2019) and shows a compatibility with the SM expectation
of 3.2 standard deviations taking into account the small uncertainties of the theoretical predictions; ⇢D⇤⇤ = ±1 (light red or
orange) agrees with the SM expectation within 2.9 and 3.7 standard deviations, respectively. In our quoted average we profile
the unknown correlation and obtain ⇢̂D⇤⇤ = �0.88 (heather gray) with a compatibility with the SM of 3.6 standard deviations.
Right: Our world average of R(D) and R(D⇤) (black curves), compared to the various measurements of R(D(⇤)). The unknown
correlation ⇢D⇤⇤ is treated as a free, but constrained, parameter of the average (see main text for more details).

The most important ones stem from the modeling of the
B ! D

⇤⇤
l⌫ processes, which comprise a significant back-

ground source in all measurements to date. The manner
in which the uncertainties of these background contribu-
tions are estimated varies considerably. As discussed in
Sec. V.C.1, the normalization or shape uncertainties from
the hadronic form factors are, in some measurements, val-
idated or constrained by control regions. Thus, a simple
correlation model will not be able to properly quantify
such correlations.

One particularly important point here is the treatment
of the correlations of these systematics between R(D⇤)
and R(D) measurements. In individual measurements
that measure both quantities simultaneously, this treat-
ment is straightforward. However, it becomes unclear
how to relate systematic uncertainties between e.g. R(D)
and R(D⇤) in two separate measurements. To provide a
concrete example, consider the BABAR measurement of
R(D) (in the context of the combined R(D(⇤)) determi-
nation of (Lees et al., 2012, 2013)) and the Belle mea-
surement of R(D⇤) (in the combined R(D(⇤)) analysis of
(Huschle et al., 2015)). In the individual measurements,
the systematic uncertainty associated with B ! D

⇤⇤
`⌫̄`

is 45% and �15% correlated between R(D) and R(D⇤),
respectively. From this information alone it is impossible
to derive the correct correlation structure between R(D)
and R(D⇤) across measurements.

We further investigate the dependence of the world av-
erage on the B ! D

⇤⇤
`⌫̄` correlation structure across

R(D) and R(D⇤) measurements by parametrizing them
with a single factor ⇢D⇤⇤ . In Fig. 26 (left) we show the
world average assuming such correlation e↵ects are neg-
ligible (labeled as ⇢D⇤⇤ = 0) and we reproduce a world
average very similar to HFLAV (Amhis et al., 2019). The
numerical values, normalized to the arithmetic average of
the SM predictions (cf. Tab. I in Sec. II.D.1), are

R(D)/R(D)SM = 1.12 ± 0.10 , (72)

R(D⇤)/R(D⇤)SM = 1.15 ± 0.06 , (73)

with an overall correlation of ⇢ = �0.33. In addition to
the B ! D

⇤⇤
`⌫̄` uncertainties, the uncertainties in the

leptonic ⌧ branching fractions and the B ! D
(⇤)

l⌫ FFs
are fully correlated across measurements. The compat-
ibility with the SM expectation is within 3.2 standard
deviations (close to the value quoted by (Amhis et al.,
2019) of 3.1�). Figure 26 (left) also shows the impact
of setting this unknown correlation to either ⇢D⇤⇤ = 1
or ⇢D⇤⇤ = �1, resulting in compatibilities with the SM
predictions of 2.9 or 3.7 standard deviations, respectively.

A possible way to deal with an unknown parame-
ter such as ⇢D⇤⇤ in this type of problem is outlined
in (Cowan, 2019). Instead of neglecting the value, we
can incorporate it as a free parameter of the problem
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Additionally, the treatment of radiative corrections,
and other subtle e↵ects in event generation such as po-
larization e↵ects, are shared in the event generators em-
ployed by many experiments. This can be a source of
common systematic uncertainties, albeit negligible com-
pared to the precision of the current measurements.

VI. COMBINATION AND INTERPRETATION OF THE
RESULTS

The semitauonic measurements described in Sec. IV
exhibit various levels of disagreement with the SM pre-
dictions. In this section, we further examine these results
and explore these tensions. To briefly resummarize, at
the time of the publication of this review, the following
recent measurements were available (see also Table V):

1. In B ! D
(⇤)
⌧⌫ decays

(a) Six measurements of R(D⇤) and three of
R(D). For convenience we resummarize here
these results in Table XVII.

(b) One measurement of the ⌧ polarization frac-
tion, P⌧ (D⇤) = �0.38 ± 0.51+0.21

�0.16
.

(c) One measurement of the D
⇤ longitudinal po-

larization fraction, FL,⌧ (D⇤) = 0.60 ± 0.08 ±
0.04.

(d) Two measurements of the e�ciency corrected
q
2 distributions shown in Fig. 11.

2. One measurement of a b ! c⌧⌫ transition using Bc

decays, R(J/ ) = 0.71 ± 0.17 ± 0.18.

3. One measurement of a b ! u⌧⌫ transition, R(⇡) =
1.05 ± 0.51.

In Sec. VI.A, we inspect the measurements of R(D(⇤))
in terms of the light-lepton normalization modes, the
isospin-conjugated modes, and their measured values as
a function of time. Thereafter we revisit in Sec. VI.B the
combination of the measured R(D(⇤)) values. In partic-
ular, we discuss the role of non-trivial correlation e↵ects
on such averages and point out that with more precise
measurements on the horizon these e↵ects will need to be
revisited. In Sec. VI.C we discuss the saturation of the
measured inclusive rate by exclusive contributions as im-
plied by the current world averages of R(D⇤) and R(D)
together with the expected B ! D

⇤⇤
⌧⌫ rates. Finally,

Secs. VI.D and VI.E discuss the challenges in develop-
ing self-consistent new physics interpretations of the ob-
served tensions with the SM and possible connections to
the present-day FCNC anomalies, respectively.

A. Dissection of R(D(⇤)) results and SM tensions

The current status of LFUV measurements versus SM
predictions, and the significance of their respective ten-

Table XVII Summary of R(D(⇤)) measurements and world
averages. The hadronic-⌧ LHCb result (Aaij et al., 2018b)
has been updated taking into account the latest HFLAV av-
erage of B(B0

! D
⇤+
`⌫) = 5.08 ± 0.02 ± 0.12)%. The values

for “Average (⇢̂D⇤⇤)” are calculated by profiling the unknown
B ! D

⇤⇤
l⌫ correlation and obtaining ⇢̂D⇤⇤ = �0.88 as de-

scribed in Sec. VI.B.

Experiment ⌧ decay Tag R(D) R(D⇤) ⇢tot

BABAR a
µ⌫⌫ Had. 0.440(58)(42) 0.332(24)(18) �0.31

Belleb
µ⌫⌫ Semil. 0.307(37)(16) 0.283(18)(14) �0.52

Bellec
µ⌫⌫ Had. 0.375(64)(26) 0.293(38)(15) �0.50

Belled
⇡⌫, ⇢⌫ Had. 0.270(35(+28)

(�25) –

LHCbe
⇡⇡⇡(⇡0)⌫ – – 0.280(18)(25)(13) –

LHCbf
µ⌫⌫ – – 0.336(27)(30) –

Avg. (⇢̂D⇤⇤) 0.337(30) 0.298(14) �0.42

HFLAV Avg.g 0.340(30) 0.295(14) �0.38

a (Lees et al., 2012, 2013) b (Caria et al., 2020) c (Huschle et al., 2015)
d (Hirose et al., 2018)
e (Aaij et al., 2018b) f (Aaij et al., 2015c) g (Amhis et al., 2019)

Table XVIII Current status of LFUV measurements (see
Sec. IV) versus SM predictions in Sec. II, and their respective
agreements or tensions. For P⌧ (D⇤) and FL,⌧ (D⇤) we show
a näıve arithmetic average of the SM predictions (Tab. II)
as done for R(D(⇤)). For R(D(⇤)) we show the world average
from the HFLAV combination (Amhis et al., 2019); below the
line we show for comparison the results of the R(D(⇤)) world
average obtained in this work (see Sec. VI.B).

Obs.
Current

World Av./Data
Current

SM Prediction Significance

R(D) 0.340 ± 0.030 0.299 ± 0.003 1.2�
)

3.1�
R(D⇤) 0.295 ± 0.014 0.258 ± 0.005 2.5�

P⌧ (D⇤) �0.38 ± 0.51+0.21
�0.16 �0.501 ± 0.011 0.2�

FL,⌧ (D⇤) 0.60 ± 0.08 ± 0.04 0.455 ± 0.006 1.6�

R(J/ ) 0.71 ± 0.17 ± 0.18 0.2582 ± 0.0038 1.8�

R(⇡) 1.05 ± 0.51 0.641 ± 0.016 0.8�

R(D) 0.337± 0.030 0.299 ± 0.003 1.3�
)
3.6�

R(D⇤) 0.298± 0.014 0.258 ± 0.005 2.5�

sions or agreements, is summarized in Tab. XVIII, in-
cluding the current HFLAV combination of the R(D(⇤))
data. For the SM predictions the arithmetic averages
discussed in Section II are quoted. The individual ten-
sions of all LFUV measurements with the SM expecta-
tions range from 0.2–2.5�. The combined value of R(D)
and R(D⇤) is in tension with the SM expectation by 3.1�
because of their anti-correlation. Also note that the value
of P⌧ (D⇤) is slightly correlated with both averages.

A subset of the existing measurements provide values

R =
b ! q ⌧ ⌫̄⌧
b ! q `⌫̄`

ℓ = e, μ

F. Bernlochner, Manuel Franco Sevilla, Dean J. Robinson, Guy Wormser,

Review of Modern Physics, arXiv:2101.08326 [hep-ex]
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SL Analysis Methods

The question of tagging: 

The Belle Experiment

Belle recorded 711 fb�1 on the ⌥(4S) resonance.

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 2/23
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At -B-Factories we can leverage

the known initial collision kinematics
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Can gain even more information,

if we reconstruct

 


second B decay  tagginĝ=

E.g. if just one final state particle is missing, then with Y = Xℓ

cos θBY =
2EBEY − m2

B − m2
Y

2 |pB | |pY |
∈ [−1,1]

Idea comes in many flavors: 

- Inclusive tagging

- SL tagging

- Hadronic tagging In
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e.g. with hadronic tagging the full event kinematics 
but not the neutrino is reconstructed M2

ν ≃ M2
miss = (pe+e− − pBtag

− pX − pℓ)
2
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Exclusive Tagging in a nutshell From

arXiv:2008.06096 [hep-ex]

responding to the mass of the ⌥ (4S) resonance. The energies of the electron and positron
beams are 7GeV and 4GeV, respectively, resulting in a boost of �� = 0.28 of the CM frame
relative to the lab frame. The integrated luminosity of the data is 34.6 fb�1. In addition, a
smaller sample of 3.23 fb�1 o↵-resonance data was collected at a CM energy of 10.52 GeV.

The analysis utilises several samples of simulated events. These include a sample of
e+e� ! (⌥ (4S) ! BB̄) with generic B-meson decays, generated with EvtGen [5], and
corresponding to an integrated luminosity of 100 fb�1. A 100 fb�1 sample of continuum
e+e� ! qq̄ (q = u, d, s, c) is simulated with KKMC [6] interfaced with PYTHIA [7]. All
data samples were analyzed (and, for Monte Carlo (MC) events, generated and simulated)
in the basf2 [8] framework.

3. THE ALGORITHM

The Full Event Interpretation employs a hierarchical reconstruction of exclusive B meson
decay chains, in which each unique decay channel of a particle has its own designated
multivariate classifier. The algorithm utilises several stages of reconstruction, which are
shown in Fig. 1. The algorithm starts by selecting candidates for stable particles, which
include muons, electrons, pions, kaons, protons and photons, from tracks and EM clusters
in the event. Subsequently, the algorithm carries out several stages of reconstruction of
intermediate particles such as ⇡0, K0

S, J/ , D and D⇤ mesons and, in addition, ⌃, ⇤ and ⇤c

baryons. The addition of baryonic modes is a recent extension of the algorithm. Intermediate
particles are reconstructed in specific decay modes from a combination of stable and other
intermediate particle candidates. The final stage of the algorithm reconstructs the B+ and
B0 mesons in 36 (8) and 31 (8) hadronic (semileptonic) modes.

Tracks
Displaced

Vertices

Neutral

Clusters

⇡0

K
0
L

K
0
S

⇡+e
+ µ+

K
+ p

⌃+

�
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D
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D
⇤
s

B
0
B
+

D
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D

+
Ds ⇤c

J/ ⇤

K
0
S

FIG. 1. The stages of reconstruction employed by Full Event Interpretation.

Each stage consists of pre-reconstruction and post-reconstruction steps. In the pre-
reconstruction step, candidates for particles are reconstructed, an inital pre-selection is ap-

9

Reconstruct B-Mesons in several stages:


start with detector stable particles; then progress to 
simple composite states; combine the composite states 
to build more complexity


Each stage trains a Boosted Decision Tree (BDT) to 
identify good combinations; 


each stage’s BDT output is used as input for the next stage 

+ all kinematic information 
+ (particle identification scores) 
+ vertex fit probabilities𝒫tag

Final Output 
Score
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Score

Reconstruct B-Mesons in several stages:


start with detector stable particles; then progress to 
simple composite states; combine the composite states 
to build more complexity


Each stage trains a Boosted Decision Tree (BDT) to 
identify good combinations; 


each stage’s BDT output is used as input for the next stage 

+ all kinematic information 
+ (particle identification scores) 
+ vertex fit probabilities

Exclusive Tagging in a nutshell

Mbc = s/4 − |pB |2

Beam constrained mass
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include muons, electrons, pions, kaons, protons and photons, from tracks and EM clusters
in the event. Subsequently, the algorithm carries out several stages of reconstruction of
intermediate particles such as ⇡0, K0

S, J/ , D and D⇤ mesons and, in addition, ⌃, ⇤ and ⇤c

baryons. The addition of baryonic modes is a recent extension of the algorithm. Intermediate
particles are reconstructed in specific decay modes from a combination of stable and other
intermediate particle candidates. The final stage of the algorithm reconstructs the B+ and
B0 mesons in 36 (8) and 31 (8) hadronic (semileptonic) modes.
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FIG. 1. The stages of reconstruction employed by Full Event Interpretation.

Each stage consists of pre-reconstruction and post-reconstruction steps. In the pre-
reconstruction step, candidates for particles are reconstructed, an inital pre-selection is ap-
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𝒫tag
Final Output 
Score

Mbc = s/4 − |pB |2

Reconstruct B-Mesons in several stages:


start with detector stable particles; then progress to 
simple composite states; combine the composite states 
to build more complexity


Each stage trains a Boosted Decision Tree (BDT) to 
identify good combinations; 


each stage’s BDT output is used as input for the next stage 

+ all kinematic information 
+ (particle identification scores) 
+ vertex fit probabilities

Exclusive Tagging in a nutshell

Beam constrained mass



# 8

Recent Results Overview
Measurements of Lepton Mass squared moments in inclusive  Decays with 
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2.
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In
cl

us
iv

e
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8. Determination of  from simultaneous measurements of untagged   
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B+ → ρ0ℓν̄ℓ
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Belle II Status

Run 1 LS1 Run 2

Run 2 of experiment started Jan 29th 2024  

Collected ca. 0.55/ab = BaBar

Current status: 
Sudden beam losses of unknown origin hinder 
the collider to reach stable operations

→ Devoting significant fraction of running time for 
machine studies to understand instabilities
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Key-technique: hadronic tagging

Can identify Xc 
constituents

q2 = (psig − pXc)
2

MX = (pXc
)μ(pXc

)μ

1. Measurements of Lepton Mass squared moments in inclusive  
Decays with the Belle II Experiment [Phys. Rev. D 107, 072002, arXiv:2205.06372]

B → Xcℓν̄ℓ
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FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.

Improved Hadronic Tagging

using Belle II algorithm 

(ca. 2 times more efficient)

[Full Event Interpretation, T. Keck et al,

Comp. Soft. Big. Sci 3 (2019), 
arXiv:1807.08680]
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Event-wise Master-formula

Step #1: Subtract Background

Determine Background 
normalizations by fitting  MX
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FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.
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FIG. 3. Comparison of reconstructed, fitted and generated q2

for B ! Xc ` ⌫̄`. The residuals are the difference of generated
(’gen’) and estimated (’reco’) values.

constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c4

to 2.65GeV2/c4 and the bias reduces from 3.43GeV2/c4

to 1.20GeV2/c4.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this infor-
mation and the shapes of backgrounds from simulation,
an event-wise signal probability w is constructed as a
function of q2. We correct for acceptance and recon-
struction effects by applying an event-wise calibration
q2reco ! q2calib and two additional calibration factors Ccalib
and Cgen, discussed in Section IV B. The background-
subtracted q2 moment of order n is calculated as a

weighted mean

hq2ni =

PNdata
i w(q2i )⇥ q2ncalib,iPNdata

j w(q2j )
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each q2 threshold, the
binned likelihood fit to MX is repeated to update the
event-wise signal probability weights. We use thresholds
in the range [1.5, 8.5]GeV2/c4 in steps of 0.5GeV2/c4.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2.
We suppress this background by fitting the range with
MX > 0.5GeV/c2. To determine the number of back-
ground events in each of these channels as well as for each
q2 threshold, we distinguish the following three event cat-
egories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the fit
is carried out in five MX bins. For each channel and q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the Minuit algorithm [50]
in scikit-hep/iminuit [51].

The sample composition projections for q2 >
1.5GeV2/c4 are shown in Appendix A. The MX and
q2 distributions with the fitted MC yields are shown in
Fig. 4 for q2 > 1.5GeV2/c4 with finer granularity than
used in the fit. The agreement is fair and the p value
from a �2 test for the q2 distribution in the range of
1.5� 15GeV2/c4 is 30%.
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Event-wise Master-formula

Step #1: Subtract Background Step #2: Calibrate moment

Determine Background 
normalizations by fitting  MX

Exploit linear dependence 
between rec. & true moments

q2m
cal i = (q2m

reco i − c)/m

1. Measurements of Lepton Mass squared moments in inclusive  
Decays with the Belle II Experiment [Phys. Rev. D 107, 072002, arXiv:2205.06372]

B → Xcℓν̄ℓ

7

FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.
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FIG. 3. Comparison of reconstructed, fitted and generated q2

for B ! Xc ` ⌫̄`. The residuals are the difference of generated
(’gen’) and estimated (’reco’) values.
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and
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� bp` � bpX � bp⌫
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using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c4

to 2.65GeV2/c4 and the bias reduces from 3.43GeV2/c4

to 1.20GeV2/c4.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this infor-
mation and the shapes of backgrounds from simulation,
an event-wise signal probability w is constructed as a
function of q2. We correct for acceptance and recon-
struction effects by applying an event-wise calibration
q2reco ! q2calib and two additional calibration factors Ccalib
and Cgen, discussed in Section IV B. The background-
subtracted q2 moment of order n is calculated as a

weighted mean

hq2ni =

PNdata
i w(q2i )⇥ q2ncalib,iPNdata

j w(q2j )
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each q2 threshold, the
binned likelihood fit to MX is repeated to update the
event-wise signal probability weights. We use thresholds
in the range [1.5, 8.5]GeV2/c4 in steps of 0.5GeV2/c4.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2.
We suppress this background by fitting the range with
MX > 0.5GeV/c2. To determine the number of back-
ground events in each of these channels as well as for each
q2 threshold, we distinguish the following three event cat-
egories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the fit
is carried out in five MX bins. For each channel and q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the Minuit algorithm [50]
in scikit-hep/iminuit [51].

The sample composition projections for q2 >
1.5GeV2/c4 are shown in Appendix A. The MX and
q2 distributions with the fitted MC yields are shown in
Fig. 4 for q2 > 1.5GeV2/c4 with finer granularity than
used in the fit. The agreement is fair and the p value
from a �2 test for the q2 distribution in the range of
1.5� 15GeV2/c4 is 30%.
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Event-wise Master-formula

Step #1: Subtract Background Step #2: Calibrate moment

Step #3: If you fail, try again

Determine Background 
normalizations by fitting  MX

Exploit linear dependence 
between rec. & true moments

q2m
cal i = (q2m

reco i − c)/m

very small 
> 1%
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Appendix C: Calibration Factors Ccalib and Cgen

Figs. 12 and 13 show the calibration factors Ccalib and Cgen as functions of q2 threshold. The factors are determined
using independent simulated samples of signal B ! Xc ` ⌫̄` decays. The corrections from Ccalib are small, typically
below 2%, and correct deviations from the linear relationships between reconstructed and generated moments. The
corrections from Cgen decrease with the q2 threshold.

FIG. 12. Calibration factors Ccalib applied in the calculation of the first to fourth q2 moment.

7

FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
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qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.
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FIG. 3. Comparison of reconstructed, fitted and generated q2

for B ! Xc ` ⌫̄`. The residuals are the difference of generated
(’gen’) and estimated (’reco’) values.
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using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c4

to 2.65GeV2/c4 and the bias reduces from 3.43GeV2/c4

to 1.20GeV2/c4.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this infor-
mation and the shapes of backgrounds from simulation,
an event-wise signal probability w is constructed as a
function of q2. We correct for acceptance and recon-
struction effects by applying an event-wise calibration
q2reco ! q2calib and two additional calibration factors Ccalib
and Cgen, discussed in Section IV B. The background-
subtracted q2 moment of order n is calculated as a

weighted mean

hq2ni =

PNdata
i w(q2i )⇥ q2ncalib,iPNdata

j w(q2j )
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each q2 threshold, the
binned likelihood fit to MX is repeated to update the
event-wise signal probability weights. We use thresholds
in the range [1.5, 8.5]GeV2/c4 in steps of 0.5GeV2/c4.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2.
We suppress this background by fitting the range with
MX > 0.5GeV/c2. To determine the number of back-
ground events in each of these channels as well as for each
q2 threshold, we distinguish the following three event cat-
egories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the fit
is carried out in five MX bins. For each channel and q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the Minuit algorithm [50]
in scikit-hep/iminuit [51].

The sample composition projections for q2 >
1.5GeV2/c4 are shown in Appendix A. The MX and
q2 distributions with the fitted MC yields are shown in
Fig. 4 for q2 > 1.5GeV2/c4 with finer granularity than
used in the fit. The agreement is fair and the p value
from a �2 test for the q2 distribution in the range of
1.5� 15GeV2/c4 is 30%.
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Event-wise Master-formula

Step #1: Subtract Background Step #2: Calibrate moment

Step #3: If you fail, try again Step #4: Correct for selection effects

Determine Background 
normalizations by fitting  MX

Exploit linear dependence 
between rec. & true moments

q2m
cal i = (q2m

reco i − c)/m

very small 
> 1%

Overall event reconstruction itself

also biases measured

moment by 1-2%

1. Measurements of Lepton Mass squared moments in inclusive  
Decays with the Belle II Experiment [Phys. Rev. D 107, 072002, arXiv:2205.06372]

B → Xcℓν̄ℓ
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Appendix C: Calibration Factors Ccalib and Cgen

Figs. 12 and 13 show the calibration factors Ccalib and Cgen as functions of q2 threshold. The factors are determined
using independent simulated samples of signal B ! Xc ` ⌫̄` decays. The corrections from Ccalib are small, typically
below 2%, and correct deviations from the linear relationships between reconstructed and generated moments. The
corrections from Cgen decrease with the q2 threshold.

FIG. 12. Calibration factors Ccalib applied in the calculation of the first to fourth q2 moment.

7

FIG. 4. MX and q2 spectra with B ! Xc ` ⌫̄` and background
components normalized to the results of the MX fits.

The event-wise signal probability w is obtained by con-
structing a binned probability as a function of q2 via

wi(q
2) = (ni � ⌘̃BB f̃BB

i � ⌘̃qq̄ f̃
qq̄
i )/ni , (15)

where f̃i is the estimated fraction of events reconstructed
in bin i of q2 for a given background category estimated
from the simulation and ⌘̃ denote the sum of the esti-
mated number of background events from the MX fits.

We calculate a continuous signal probability w(q2) by
interpolating the binned distribution with smoothed cu-
bic splines [52]. Negative probabilities are set to zero.
The cubic-spline fit and statistical uncertainties of the
signal probability are shown in Fig. 5. The statistical
uncertainty on hq2ni is evaluated by a bootstrapping pro-
cedure [53] and a selection of spline fits from replicas is
shown in Fig. 5. The statistical uncertainty of w(q2) in-
creases towards large q2.

B. q2
Calibration

The q2 distribution from the kinematic fit is calibrated
exploiting the linear relationship between reconstructed
and generated moments. Figure 6 shows the linear rela-
tionship for simulated events for the first moment and as

FIG. 5. Binned signal probability wi together with a
smoothed cubic-spline fit (dark red). In addition, variations
of the signal spline fit (light red) determined with bootstrap
replicas are shown.

functions of q2 threshold between the reconstructed and
true q2 distribution. We calibrate each event with

q2ncalib = (q2nreco � cn)/mn, (16)

with cn and mn the intercept and slope of the linear
relationship for a given moment of order n. More details
on the linear calibration for the higher moments can be
found in Appendix B.

Due to the linearity of the calibration, a small bias
remains, which we corrected with an additional multi-
plicative calibration factor in Eq. (13) calculated from
simulated events by comparing the calibrated hq2ncalibi and
true generated hq2ngen,seli moments,

Ccalib = hq2ngen,seli/hq
2n
calibi . (17)

The Btag reconstruction and the Belle II detector accep-
tance and performance result in an additional bias. To
account for these effects we apply a second multiplica-
tive calibration factor Cgen by comparing the generated
moments with all selection criteria applied (hq2ngen,seli) to
their value without any selection applied (hq2ngeni),

Cgen = hq2ngeni/hq
2n
gen,seli . (18)

The hq2ngeni are determined from an MC sample without
Photos simulation and also corrects for FSR.

Both Ccalib and Cgen are determined for each q2 thresh-
old and from independent samples from those used to
determine the linear calibration function. The Ccalib fac-
tors range between 0.98 and 1.02 depending on the lower
q2 threshold. The Cgen factors vary between 0.90 and
1.00 with lower selection threshold values tending to have
higher corrections. More details on the event-wise cali-
bration can be found in Appendix C.
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FIG. 13. Calibration factors Cgen applied in the calculation of the first to fourth q2 moment.
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FIG. 3. Comparison of reconstructed, fitted and generated q2

for B ! Xc ` ⌫̄`. The residuals are the difference of generated
(’gen’) and estimated (’reco’) values.

constraints,

bp 2
X > 0 , bp 2

Btag
= m2

B , (bp` + bpX + bp⌫)
2 = m2

B , (11)

and
⇣
bp
e
+
e
� � bpBtag

� bp` � bpX � bp⌫
⌘
= 0 (12)

using Lagrange multipliers. For each event the �2 func-
tion is numerically minimized with the constraints, fol-
lowing the algorithm described in Ref. [48] implemented
in SciPy [49].

Figure 3 show the distribution of the residuals of q2

before and after the kinematic fit with simulated signal
events. Here the residual is calculated from the recon-
structed and generated values. The kinematic fit results
in more symmetric residuals and a reduction in the tails
of the residuals. The RMS improves from 5.76GeV2/c4

to 2.65GeV2/c4 and the bias reduces from 3.43GeV2/c4

to 1.20GeV2/c4.

IV. MEASUREMENT OF LEPTON MASS

SQUARED MOMENTS

To measure the lepton mass squared moments, back-
ground contributions from other processes must be sub-
tracted from the q2 distribution. Binned likelihood fits
are applied to the MX distribution to determine the num-
ber of signal and background events. With this infor-
mation and the shapes of backgrounds from simulation,
an event-wise signal probability w is constructed as a
function of q2. We correct for acceptance and recon-
struction effects by applying an event-wise calibration
q2reco ! q2calib and two additional calibration factors Ccalib
and Cgen, discussed in Section IV B. The background-
subtracted q2 moment of order n is calculated as a

weighted mean

hq2ni =

PNdata
i w(q2i )⇥ q2ncalib,iPNdata

j w(q2j )
⇥ Ccalib ⇥ Cgen ,

(13)

with sums over all events. For each q2 threshold, the
binned likelihood fit to MX is repeated to update the
event-wise signal probability weights. We use thresholds
in the range [1.5, 8.5]GeV2/c4 in steps of 0.5GeV2/c4.

A. Background Subtraction

The likelihood fit to the binned MX distribution is
carried out separately in the B+`�, B0`�, and B0`+

channels to account for efficiency differences in the FEI
algorithm. Electron and muon channels are not sep-
arated. Contributions from B ! Xu ` ⌫̄` decays are
treated as background and have on average high q2.
We suppress this background by fitting the range with
MX > 0.5GeV/c2. To determine the number of back-
ground events in each of these channels as well as for each
q2 threshold, we distinguish the following three event cat-
egories:

1. B ! Xc ` ⌫̄` signal (with yield ⌘sig),

2. e+e� ! qq̄ continuum processes (⌘qq̄), and

3. BB background dominated by secondary leptons
and hadronic B decays misidentified as signal lep-
ton candidates (⌘BB).

The likelihood is the product of Poisson likelihoods for
each bin i with ni observed events and ⌫i expected events,
with

⌫i =
X

k

⌘k fki , (14)

where fki is the fraction of events of category k recon-
structed in bin i as determined with simulated events.
The yield ⌘qq̄ is constrained to its expectation as deter-
mined from off-resonance data. To reduce the depen-
dence on the modeling of signal and backgrounds, the fit
is carried out in five MX bins. For each channel and q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the Minuit algorithm [50]
in scikit-hep/iminuit [51].

The sample composition projections for q2 >
1.5GeV2/c4 are shown in Appendix A. The MX and
q2 distributions with the fitted MC yields are shown in
Fig. 4 for q2 > 1.5GeV2/c4 with finer granularity than
used in the fit. The agreement is fair and the p value
from a �2 test for the q2 distribution in the range of
1.5� 15GeV2/c4 is 30%.
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FIG. 8. q2 moments (blue) as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.

FIG. 9. Central q2 moments as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.
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FIG. 8. q2 moments (blue) as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.

FIG. 9. Central q2 moments as functions of q2 threshold with full uncertainties. The simulated moments (orange) are shown
for comparison.
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FIG. 7. Total (gray) and grouped (colored histograms) rela-
tive systematic uncertainties of the raw q2 moments as func-
tions of q2 threshold are shown.

and B ! D(⇤)⌘`⌫̄` decays. The second model replaces
them with decays to D⇤⇤ states (D⇤

0 and D0
1). Although

there is no experimental evidence for additional decays
of charm 1P states into other final states or the existence
of an additional broad state in semileptonic transitions,
this provides an alternative kinematic description of the
three-body decay, B ! D⇤⇤

gap `⌫̄`. We also evaluate the
sensitivity of the calibration functions and factors to the
B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄` BGL form-factor parame-
ters. For each orthogonal variation of the BGL parame-
ters we repeat the calibration.

Modeling of the photon and charged-particle multiplic-
ities directly affects the resolution on q2 and contributes
a systematic uncertainty caused by differences between
data and MC in how final-state particles are assigned to
the signal and tag side. We select a signal-enriched re-
gion by requiring MX < 3.0GeV/c2 and p⇤` > 1GeV/c
and calculate correction factors for both multiplicities in-
dependently.

We observe differences between data and MC in
Emiss � |pmiss|. We parameterize the differences using
a smoothed cubic spline and correct MC events to eval-
uate the impact on the calibration.

We evaluate the uncertainty from the track finding ef-
ficiency and of PID efficiency on the calibration curves.

We propagate the statistical uncertainty on the param-
eters of the calibration function by varying the calibra-
tion curve parameters by one standard deviation. For the
calibration factors, we vary the statistical uncertainty on
Ccalib⇥Cgen within one standard deviation and repeat the
calculation of the q2 moments.

The deviation from the closure for the measurement
method discussed in Section IVC is assigned as an un-
certainty. Its size is subdominant for all moments.

C. Breakdown of the systematic uncertainties

Figure 7 shows the relative systematic uncertainty for
the raw moments. A more detailed breakdown of the rela-
tive systematic uncertainties is given in Appendix D. For
each moment, the total systematic uncertainty decreases
with increasing q2 threshold, whereas the statistical un-
certainty increases. At low q2 thresholds and for the first
and second moments, the q2 resolution from mismodel-
ing of the number of charged particles in the X system,
the B ! Xc ` ⌫̄` modeling, and the uncertainty from the
background subtraction are of similar size.

The branching fraction and BGL parameter uncertain-
ties of the resonant decays B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄`
are smaller than the uncertainty due to the composition
of the higher mass states of the Xc spectrum.

At high q2 thresholds, MC simulation statistics also
can be sizeable sources of uncertainty for the first and
second moments. For the third and fourth moments, the
dominant uncertainty at high q2 thresholds is from the
mismodeling of the number of charged particles in the X
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FIG. 7. Total (gray) and grouped (colored histograms) rela-
tive systematic uncertainties of the raw q2 moments as func-
tions of q2 threshold are shown.

and B ! D(⇤)⌘`⌫̄` decays. The second model replaces
them with decays to D⇤⇤ states (D⇤

0 and D0
1). Although

there is no experimental evidence for additional decays
of charm 1P states into other final states or the existence
of an additional broad state in semileptonic transitions,
this provides an alternative kinematic description of the
three-body decay, B ! D⇤⇤

gap `⌫̄`. We also evaluate the
sensitivity of the calibration functions and factors to the
B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄` BGL form-factor parame-
ters. For each orthogonal variation of the BGL parame-
ters we repeat the calibration.

Modeling of the photon and charged-particle multiplic-
ities directly affects the resolution on q2 and contributes
a systematic uncertainty caused by differences between
data and MC in how final-state particles are assigned to
the signal and tag side. We select a signal-enriched re-
gion by requiring MX < 3.0GeV/c2 and p⇤` > 1GeV/c
and calculate correction factors for both multiplicities in-
dependently.

We observe differences between data and MC in
Emiss � |pmiss|. We parameterize the differences using
a smoothed cubic spline and correct MC events to eval-
uate the impact on the calibration.

We evaluate the uncertainty from the track finding ef-
ficiency and of PID efficiency on the calibration curves.

We propagate the statistical uncertainty on the param-
eters of the calibration function by varying the calibra-
tion curve parameters by one standard deviation. For the
calibration factors, we vary the statistical uncertainty on
Ccalib⇥Cgen within one standard deviation and repeat the
calculation of the q2 moments.

The deviation from the closure for the measurement
method discussed in Section IVC is assigned as an un-
certainty. Its size is subdominant for all moments.

C. Breakdown of the systematic uncertainties

Figure 7 shows the relative systematic uncertainty for
the raw moments. A more detailed breakdown of the rela-
tive systematic uncertainties is given in Appendix D. For
each moment, the total systematic uncertainty decreases
with increasing q2 threshold, whereas the statistical un-
certainty increases. At low q2 thresholds and for the first
and second moments, the q2 resolution from mismodel-
ing of the number of charged particles in the X system,
the B ! Xc ` ⌫̄` modeling, and the uncertainty from the
background subtraction are of similar size.

The branching fraction and BGL parameter uncertain-
ties of the resonant decays B ! D ` ⌫̄` and B ! D⇤ ` ⌫̄`
are smaller than the uncertainty due to the composition
of the higher mass states of the Xc spectrum.

At high q2 thresholds, MC simulation statistics also
can be sizeable sources of uncertainty for the first and
second moments. For the third and fourth moments, the
dominant uncertainty at high q2 thresholds is from the
mismodeling of the number of charged particles in the X
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 from  mom.|Vcb | q2 F. Bernlochner, M. Fael, K. Olschwesky, E. Persson,

R. Van Tonder, K. Vos, M. Welsch [JHEP 10 (2022) 068, arXiv:2205.10274]

First extraction of  from  moments:|Vcb | q2

Figure 4: Fit projections for the central q2 moments as a function of the q
2 threshold,

combined with the measurement moments from both Belle and Belle II.

Figure 5: Comparison between Belle, Belle II and the combined fit for the correlation
between |Vcb| and ⇢

3

D. The crosses indicate the best-fit points.

For completeness, we also performed fits for di↵erent sets of ⇢mom and ⇢cut. The fit
results for Vcb, ⇢3D, r

4

E and r
4

G are given in Appendix C. These scans confirm the above
conclusion, that Vcb is stable against variations of ⇢mom and ⇢cut. A similar conclusion was
found in [10].
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h(q2)ni tree ↵s ↵
2

s ↵
3

s

Partonic 3 3

µ
2

G 3 3

⇢
3

D 3 3

1/m4

b 3

Included corrections

on the mom. predictions

|Vcb|⇥ 103 mb mc µ
2

G
µ
2

⇡ ⇢
3

D
r
4

G
r
4

E
⇥ 10 s

4

E
s
4

qB
s
4

B
⇢cut ⇢mom

Value 41.69 4.56 1.09 0.37 0.43 0.10 -0.12 0.04 -0.04 -0.02 0.04 0.05 0.10

Uncertainty 0.59 0.02 0.01 0.07 0.24 0.18 0.68 0.31 0.95 0.99 0.95 0.13 0.81

Table 5: Fit result including all 1/m4

b parameters with a Gaussian constraint with a mean
of zero and a standard deviation of one. All parameters are expressed in GeV at the
appropriate power.

Gaussian constraint (mean of zero, standard deviation one). The results of this fit is given in
Table 5. We observe no significant deviations from the default fit results. As expected, this
fit shows that the most sensitive O(1/m4

b) HQE parameters are r4G and r
4

E, since the post-fit
parameter uncertainties can be reduced. For the remaining O(1/m4

b) HQE parameters, no
significant uncertainty reduction is seen. Most importantly, we obtain exactly the same
Vcb value as from our default fit. Nevertheless, to be rather conservative, we do add an
additional uncertainty due to the neglected s

4

E, s
4

B and s
4

qB parameters. To assess this
additional uncertainty, we consider the e↵ect on |Vcb| by varying these parameters by ±1
GeV4. In total, we find an additional uncertainty of 0.23 · 10�3 on Vcb, dominated by the
contribution of s4E. Our final result is therefore

|Vcb| = (41.69± 0.59|fit ± 0.23|h.o.) · 10�3 = (41.69± 0.63) · 10�3
, (44)

where we have added the total fit uncertainty and the additional uncertainty from missing
higher orders in quadrature.

5 Conclusion and outlook

We have presented the first determination of Vcb from q
2 moments of the inclusive B !

Xc`⌫̄` spectrum based on [20]. These moments have the benefit that they depend on an RPI
reduced set of HQE parameters, requiring only 8 non-perturbative parameters up to order
1/m4

b . This opens the way to determination of Vcb including 1/m4

b terms based solely on
data. In this first determination, we are able to include two out of five 1/m4

b parameters. In
addition, we performed an in-depth analysis of the theoretical correlations for the moments
predictions, with a default scenario where these parameters are determined from data.

Using the recently measured q
2 moments from both Belle and Belle II, we find

|Vcb| = (41.69± 0.59|fit ± 0.23|h.o.) · 10�3 = (41.69± 0.63) · 10�3
, (45)

which has an incredible percent-level precision. Our new value present an independent cross-
check of previous inclusive Vcb determinations, using both new data and a new method. We
find good agreement with the previously obtained inclusive Vcb determination quoted in
(1) from [8] which was obtained from lepton-energy and hadronic invariant mass moments.
This shows once again that inclusive Vcb can be reliably obtained using the HQE and that
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Inclusive B Meson Decays.
B ! Xq`⌫ B ! Xs�

ν

γ

Xs
B

pXs

q
t

Inclusive decay rate can be systematically calculated:

Overall normalization proportional to
I |Vqb|2 for B ! Xq`⌫
I |VtbV

⇤
tsC

incl
7 |2 for B ! Xs�

Cincl
7 sensitive to BSM physics in the loop

Differential distributions sensitive to mb and universal shape functions,
describing the dynamics of b in B

I One leading shape function and several subleading shape functions, current
fits to B ! Xs� fit the particular combination occuring in B ! Xs�

Kerstin Tackmann (DESY and UHH) SIMBA: Shape function from B ! Xs� November 12, 2019 1 / 8

ℓ

νℓ

Inclusive  offer a great path to cross check 
anomalous behavior of 

B → Xτν̄τ
R(D(*))

Observable: R(Xτ/ℓ) =
ℬ(B → Xτν̄e)
ℬ(B → Xℓν̄μ)

ℓ = e, μ

D, D*, D**, D(*)π, . . .

First Measurement of  as an Inclusive Test of the  Anomaly 
[Phys.Rev.Lett. 132 (2024) 21, 211804, arXiv:2311.07248]

ℛ(Xτ/ℓ) b → cτντ2.
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Inclusive  offer a great path to cross check 
anomalous behavior of 

B → Xτν̄τ
R(D(*))

Observable:

ℓ = e, μ

Strategy: Use hadronic tagging to select sample of  with B → Xτν̄ℓ τ → ℓνℓντ

X

The Belle Experiment

Belle recorded 711 fb�1 on the ⌥(4S) resonance.

Search for B ! `⌫� and B ! µ⌫µ and Test of Lepton Universality with R(K⇤) at Belle - Markus Prim 22nd March 2019 2/23
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Figure 1: Two-dimensional distributions of electron (left) and muon (right) momentum in the Bsig rest frame pB`
and the missing mass squared M2

miss, flattened to one dimension in intervals as used in the signal extraction fit, with
the fit results overlaid. The hatched area shows the total statistical and systematic uncertainty, added in quadrature
for each interval. The residuals are normalized to the statistical uncertainty of the data points and the M2

miss

intervals are given in units of GeV2/c4.

spective muon-mode e�ciencies are (1.12± 0.02)⇥ 10�3

and (2.15±0.03)⇥10�3 due to more-restrictive pµ thresh-
olds.

We fit the experimental (pB` , M
2
miss) spectra as shown

in Fig. 1 and measure electron (muon) normalization
yields of Nmeas

e = 95690 ± 770 (Nmeas
µ = 89970 ± 810)

and electron (muon) signal yields of Nmeas
⌧!e = 2590± 450

(Nmeas
⌧!µ = 1810 ± 460). From these yields, we cal-

culate R(X⌧/`) using Ngen
⌧ = Ngen

⌧!`/B(⌧ ! `⌫⌫) via

R(X⌧/`) = (Nmeas
⌧!` /N

meas
` )(N sel

` /N sel
⌧!`)(N

gen
⌧ /Ngen

` ).

Table I: Relative statistical and systematic uncertainties
on the value of R(X⌧/`).

Source
Uncertainty [%]

e µ `

Experimental sample size 8.8 12.0 7.1
Simulation sample size 6.7 10.6 5.7
Tracking e�ciency 2.9 3.3 3.0
Lepton identification 2.8 5.2 2.4
Xc`⌫ MX shape 7.3 6.8 7.1
Background (p`,MX) shape 5.8 11.5 5.7
X`⌫ branching fractions 7.0 10.0 7.7
X⌧⌫ branching fractions 1.0 1.0 1.0
Xc⌧(`)⌫ form factors 7.4 8.9 7.8

Total 18.1 25.6 17.3

We estimate the size of each systematic uncertainty
by refitting the simulated spectrum with all systematic
sources fixed and then with all but one source fixed, and
take the quadrature di↵erence between the two.

The resulting uncertainties are summarized in Table I.
The largest uncertainties are associated with the experi-
mental and simulation sample sizes. Normalization and

BB background shape uncertainties associated with the
simulation reweightings are driven by the sample sizes of
the control samples. They should decrease with larger
sample sizes like statistical uncertainties, as should the
branching-fraction uncertainties, which are dominated
by constraints on the 100% uncertainty assigned to the
branching fraction of the nonresonant gap modes from
the fit to data. These sources are comparable to the
form-factor uncertainties, which are dominated by devi-
ations between form-factor model parametrizations for
B ! D⇤`⌫ processes.
We find R(X⌧/`) for electrons and muons of

R(X⌧/e) = 0.232± 0.020 (stat)± 0.037 (syst), and

R(X⌧/µ) = 0.222± 0.027 (stat)± 0.050 (syst),

respectively. By combining light-lepton flavors in a
weighted average of correlated values, we find

R(X⌧/`) = 0.228± 0.016 (stat)± 0.036 (syst).

This work started as a blind analysis. Unblinding of an
earlier version exposed a significant correlation of the re-
sults with the lepton momentum threshold, attributed to
a biased selection applied in an early data-processing step
and to insu�cient treatment of low-momentum back-
grounds. We reblinded, removed the problematic se-
lection, tightened lepton requirements, and introduced
the lepton-secondary and muon-fake reweightings. The
results are now independent of the lepton momentum
threshold, and are consistent between subsets of the full
data set when split by lepton charge, tag flavor, lepton
polar angle, and data collection period. We verify that
the reweighting uncertainties cover mismodeling of D-
meson decays by varying the branching ratio of each de-
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cay D ! K(anything) within its uncertainty as provided367

in Ref. [32] while fixing the total event normalization.368

Our result is in agreement with an average of standard-369

model predictions of 0.223 ± 0.005 [37, 38, 40] but also370

is consistent with a hypothetically enhanced semitauonic371

branching fraction as indicated by the R(D(⇤)) world av-372

erages [44] (cf. Fig. 2). This is the first measurement of373

the tau-to-light-lepton inclusive semileptonic branching374

fraction ratio in B mesons.375

Figure 2: Constraints on R(D(⇤)) from the measured
R(X⌧/`) value (red), as described in the supplemental

material [19], compared to the world average of R(D(⇤))
(blue [11]) and the standard model expectation
(gray/black [11, 44]).
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and combined with a range of event shape variables to
train a neural network to distinguish reconstructed B
meson candidates from continuum processes. The out-
put classifier score of this neural network is denoted as
OCont. Both classifier scores are mapped to a range of
[0, 1) signifying the reconstruction quality of poor to ex-
cellent candidates. We retain Btag candidates that show
at least moderate agreement based on these two outputs
and require that OFR > 10�4 and OCont > 10�4. De-
spite these relatively low values, knowledge of the charge
and momentum of the decay constituents in combination
with the known beam-energy allows one to infer the flavor
and four-momentum of the Btag candidate. We require
the Btag candidates to have at least a beam-constrained
mass of

Mbc =
q

E2
beam � |ptag|

2 > 5.27 GeV , (10)

with ptag denoting the momentum of the Btag candidate

in the center-of-mass frame of the colliding e+e�-pair.
Furthermore, Ebeam =

p
s/2 denotes half the center-of-

mass energy of the colliding e+e�-pair. The energy dif-
ference

�E = Etag � Ebeam , (11)

is already used in the input layer of the neural network
trained in the final stage of the reconstruction. Here Etag

denotes the energy of the Btag candidate in the center-

of-mass frame of the colliding e+e�-pair. In each event
a single Btag candidate is then selected according to the
highest OFR score of the hierarchical full reconstruction
algorithm. All tracks and clusters not used in the re-
construction of the Btag candidate are used to define the
signal side.

B. Signal Side Reconstruction

The signal side of the event is reconstructed
by identifying a well-reconstructed lepton with
EB

` = |p
B
` | > 1 GeV in the signal B rest frame3 us-

ing the likelihood mentioned in Section II. The signal B
rest frame is calculated using the momentum of the Btag

candidate via

psig = p
e
+

e
� �

✓q
m2

B + |ptag|
2,ptag

◆
, (12)

with p
e
+
e
� denoting the four-momentum of the colliding

electron-positron pair. Leptons from J/ and photon
conversions in detector material are rejected by combin-
ing the lepton candidate with oppositely charged tracks

3
We neglect the small correction of the lepton mass term to the

energy of the lepton.

(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
assignment of the signal-side lepton be opposite that of
the Btag charge. The hadronic X system is reconstructed
from the remaining unassigned charged particles and neu-
tral energy depositions. Its four momentum is calculated
as

pX =
X

i

✓q
m2

⇡ + |pi|
2,pi

◆
+
X

j

�
Ej ,kj

�
, (13)

with Ei = |ki| the energy of the neutral energy depo-
sitions and all charged particles with momentum pi are
assumed to be pions. With the X system reconstructed,
we can also reconstruct the missing mass squared,

M2
miss =

�
psig � pX � p`

�2
, (14)

which should peak at zero, M2
miss ⇡ m2

⌫ ⇡ 0 GeV2, for
correctly reconstructed semileptonic B ! Xu `

+ ⌫` and
B ! Xc `

+ ⌫` decays. The hadronic mass of the X sys-
tem is later used to discriminate B ! Xu `

+ ⌫` signal
decays from B ! Xc `

+ ⌫` and other remaining back-
grounds. It is reconstructed using

MX =
q

(pX)µ (pX)µ . (15)

In addition, we reconstruct the four-momentum-transfer
squared, q2, as

q2 =
�
psig � pX

�2
. (16)

The resolution of both variables for B ! Xu `
+ ⌫` is

shown in Figure 3 as residuals with respect to the gener-
ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved

Charged Tracks Neutral Clusters

m2
miss = (psig − pX − pℓ)

2
≈ m2

ν = 0 GeV2
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(t) on the signal side and demanding that m`t > 0.14 GeV
and met /2 [3.05, 3.15] GeV or mµt /2 [3.06, 3.12] GeV. If
multiple lepton candidates are present on the signal side,
the event is discarded as multiple leptons are likely to
originate from a double semileptonic b ! c ! s cascade.
For charged Btag candidates, we demand that the charge
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ated values of q2 and MX . The resolution for MX has a
root-mean-square (RMS) deviation of 0.47 GeV, but ex-
hibits a large tail towards larger values. The distinct peak
at 0 is from B0

! ⇡� `+ ⌫` and other low-multiplicity
final states comprised of only charged pions. The four-
momentum-transfer squared q2 exhibits a large resolu-
tion, which is caused by a combination of the tag-side
B and the X reconstruction. The RMS deviation for
q2 is 1.59 GeV2. The core resolution is dominated by
the tagging resolution, whereas the large negative tail is
dominated from the resolution of the reconstruction of
the X system.

C. Background Suppression BDT

At this point in the reconstruction, the B ! Xc `
+ ⌫`

process completely dominates the selected events. To
identify B ! Xu `

+ ⌫`, we combine several distinguish-
ing features into a single discriminant. This is achieved
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But … this is still a pretty difficult 
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were determined in Ref. [53] from a fit to B ! Xc `
+ ⌫`

and B ! Xs� decay properties. At leading order, the
non-perturbative parameter aKN is related to the aver-
age momentum squared of the b quark inside the B meson
and determines the second moment of the shape function.

It is defined as aKN = �3⇤
2
/�1 � 1 with the binding en-

ergy ⇤ = mB � mKN
b and the kinetic energy parameter

�1. The hadronization of the parton-level B ! Xu `
+ ⌫`

DFN simulation is carried out using the JETSET al-
gorithm [54], producing final states with two or more
mesons. The inclusive and exclusive B ! Xu `

+ ⌫` pre-
dictions are combined using a so-called ‘hybrid’ approach,
which is a method originally suggested by Ref. [55], and
our implementation closely follows Ref. [56] and uses the
library of Ref. [57]. To this end, we combine both pre-
dictions such that the partial branching fractions in the
triple di↵erential rate of the inclusive (�B

incl
ijk ) and com-

bined exclusive (�B
excl
ijk ) predictions reproduce the inclu-

sive values. This is achieved by assigning weights to the
inclusive contributions wijk such that

�B
incl
ijk = �B

excl
ijk + wijk ⇥ �B

incl
ijk , (9)

with i, j, k denoting the corresponding bin in the three
dimensions of q2, EB

` , and MX :

q2 = [0, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25] GeV2 ,

EB
` = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV ,

MX = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV .

To study the model dependence of the DFN shape func-
tion, we also determine weights using the BLNP model
of Ref. [58] and treat the di↵erence later as a systematic
uncertainty. For the b quark mass in the shape-function
scheme we use mSF

b = 4.61 GeV and µ2 SF
⇡ = 0.20 GeV2.

Figures detailing the hybrid model construction can be
found in Appendix A.

Table I summarizes the branching fractions for the sig-
nal and the important B ! Xc `

+ ⌫` background pro-
cesses that were used. Figure 2 shows the generator-
level distributions and yields of B ! Xc `

+ ⌫` and
B ! Xu `

+ ⌫` after the tag-side reconstruction (cf. Sec-
tion III). The B ! Xu `

+ ⌫` yields were scaled up by a
factor of 50 to make them visible. A clear separation can
be obtained at low values of MX and high values of EB

` .

III. ANALYSIS STRATEGY, HADRONIC
TAGGING, AND X RECONSTRUCTION

A. Neutral Network Based Tag Side
Reconstruction

We reconstruct collision events using the hadronic full
reconstruction algorithm of Ref. [59]. The algorithm re-
constructs one of the B mesons produced in the col-
lision event using hadronic decay channels. We label

FIG. 2. The generator-level EB
` and MX distributions

of the CKM suppressed and favored inclusive semileptonic
processes, B ! Xu `+ ⌫` (scaled up by a factor of 50) and
B ! Xc `

+ ⌫`, respectively, are shown, using the models de-
scribed in the text.

such B mesons in the following as Btag. Instead of at-
tempting to reconstruct as many B meson decay cas-
cades as possible, the algorithm employs a hierarchi-
cal reconstruction ansatz in four stages: at the first
stage, neural networks are trained to identify charged
tracks and neutral energy depositions as detector stable
particles (e+, µ+, K+,⇡+, �), neutral ⇡0 candidates, or
K0

S candidates. At the second stage, these candidate
particles are combined into heavier meson candidates
(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ +, and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines
the information from all previous stages to form Btag

candidates. The viability of such combinations is again
assessed by a neural network that was trained to dis-
tinguish correctly reconstructed candidates from wrong
combinations and whose output classifier score we denote
by OFR. Over 1104 decay cascades are reconstructed in
this manner, achieving an e�ciency of 0.28% and 0.18%
for charged and neutral B meson pairs [60], respectively.
Finally, the output of this classifier is used as an input
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such B mesons in the following as Btag. Instead of at-
tempting to reconstruct as many B meson decay cas-
cades as possible, the algorithm employs a hierarchi-
cal reconstruction ansatz in four stages: at the first
stage, neural networks are trained to identify charged
tracks and neutral energy depositions as detector stable
particles (e+, µ+, K+,⇡+, �), neutral ⇡0 candidates, or
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particles are combined into heavier meson candidates
(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ +, and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines
the information from all previous stages to form Btag

candidates. The viability of such combinations is again
assessed by a neural network that was trained to dis-
tinguish correctly reconstructed candidates from wrong
combinations and whose output classifier score we denote
by OFR. Over 1104 decay cascades are reconstructed in
this manner, achieving an e�ciency of 0.28% and 0.18%
for charged and neutral B meson pairs [60], respectively.
Finally, the output of this classifier is used as an input
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FIG. 4. The shape of the background suppression classifier
OBDT is shown. MC is divided into B ! Xu `+ ⌫` signal, the
dominant B ! Xc `

+ ⌫` background, and all other contribu-
tions. To increase visibility, the B ! Xu `+ ⌫` component
is shown with a scaling factor (red dashed line). The uncer-
tainties on the MC contain the full systematic errors and are
further discussed in Section V.

TABLE II. The selection e�ciencies for B ! Xu `+ ⌫` signal,
B ! Xc `

+ ⌫` and for data are listed after the reconstruc-
tion of the Btag and lepton candidate. The nominal selection
requirement on the BDT classifier OBDT is 0.85. The other
two requirements were introduced to test the stability of the
result, cf. Section VIII.

Selection B ! Xu `+ ⌫` B ! Xc `
+ ⌫` Data

Mbc > 5.27GeV 84.8% 83.8% 80.2%

OBDT > 0.85 18.5% 1.3% 1.6%

OBDT > 0.83 21.9% 1.7% 2.1%

OBDT > 0.87 14.5% 0.9% 1.1%

D. Tagging E�ciency Calibration

The reconstruction e�ciency of the hadronic full re-
construction algorithm of Ref. [59] di↵ers between simu-
lated samples and the reconstructed data. This di↵erence
mainly arises due to imperfections, e.g. in the simulation
of detector responses, particle identification e�ciencies,
or incorrect branching fractions in the reconstructed de-
cay cascades. To address this, the reconstruction e�-
ciency is calibrated using a data-driven approach and we
follow closely the procedure outlined in Ref. [32]. We re-
construct full reconstruction events by requiring exactly
one lepton on the signal side, and apply the same Btag

and lepton selection criteria outlined in the previous sec-
tion. This B ! X `+ ⌫` enriched sample is divided into
groups of subsamples according to the Btag decay chan-
nel and the multivariate classifier output OFR used in
the hierarchical reconstruction. Each of these groups of
subsamples is studied individually to derive a calibration
factor for the hadronic tagging e�ciency: the calibra-

TABLE III. The binning choices of the four fits are given.

Fit variable Bins

MX [0, 1.5, 1.9, 2.5, 3.1, 5.0]GeV

q2 [0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

EB
` 15 equidist. bins in [1, 2.5]GeV & [2.5, 2.7]GeV

MX : q2 [0, 1.5]GeV ⇥[0, 2, 4, 6, 8, 10, 12, 14, 26]GeV2

[1.5, 1.9]GeV ⇥[0, 2, 4, 6, 26]GeV2

[1.9, 2.5]GeV ⇥[0, 2, 4, 26]GeV2

[2.5, 4.0]GeV ⇥[0, 2, 26]GeV2

tion factor is obtained by comparing the number of in-
clusive semileptonic B-meson decays, N(B ! X `+ ⌫`),
in data with the expectation from the simulated sam-
ples, NMC(B ! X `+ ⌫`). The semileptonic yield is de-
termined via a binned maximum likelihood fit using the
the lepton energy spectrum. To reduce the modeling de-
pendence of the B ! X `+ ⌫` sample this is done in a
coarse granularity of five bins. The calibration factor of
each these groups of subsamples is given by

Ctag(Btag mode,OFR) =
N(B ! X `+ ⌫`)

NMC(B ! X `+ ⌫`)
. (19)

The free parameters in the fit are the yield of the semilep-
tonic B ! X `+ ⌫` decays, the yield of backgrounds from
fake leptons and the yield of backgrounds from true lep-
tons. Approximately 1200 calibration factors are deter-
mined this way. The leading uncertainty on the Ctag

factors is from the assumed B ! X `+ ⌫` composition
and the lepton PID performance, cf. Section V. We also
apply corrections to the continuum e�ciency. These are
derived by using the o↵-resonance sample and compar-
ing the number of reconstructed o↵-resonance events in
data with the simulated on-resonance continuum events,
correcting for di↵erences in the selection.

IV. FITTING PROCEDURE

In order to determine the B ! Xu `+ ⌫` signal yield
and constrain all backgrounds, we perform a binned like-
lihood fit in the discriminating variables. To reduce the
dependence on the precise modeling of the B ! Xu `+ ⌫`
signal, we use coarse bins over regions that are very sen-
sitive to the admixture of resonant and non-resonant de-
cays, cf. Section II. The total likelihood function is con-
structed as the product of individual Poisson distribu-
tions P,

L =
binsY

i

P (ni; ⌫i) ⇥

Y

k

Gk , (20)

with ni denoting the number of observed data events and
⌫i the total number of expected events in a given bin i.

+ 9 other 
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FIG. 14. The shape of the input variables for the B ! Xc `
+ ⌫` background suppression BDT are shown. For details and

definitions see Section III C.
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FIG. 5. (Top) The MX and q2 spectra of the selected candidates prior to applying the background BDT are shown.
(Bottom) The EB

` spectrum of the selected candidates prior to applying the background BDT are shown for events with
MX < 1.7 GeV and MX > 1.7 GeV.

or other statistical uncertainties, are treated as uncorre-
lated. Both cases can be expressed as ⌃ks = �ks ⌦ �ks

or ⌃ks = Diag
⇣
�ks

2
⌘
, respectively. For particle identi-

fication uncertainties, we estimate ⌃ks using sets of cor-
rection tables, sampled according to their statistical and
systematic uncertainties. The systematic NPs are incor-
porated in Eq. 21 by rewriting the fractions fik for all
templates as

fik =
⌘MC
ikP
j ⌘MC

jk

!
⌘MC
ik (1 + ✓ik)P

j ⌘MC
jk

�
1 + ✓jk

� , (26)

to take into account changes in the signal or background
shape. Here ⌘MC

ik denotes the predicted number of MC
events of a given bin i and a process k, and ✓ik is the
associated nuisance parameter constrained by Gk.

VI. B ! Xc`⌫̄` CONTROL REGION

Figure 5 compares the reconstructed MX , q2, and EB
`

distributions with the expectation from MC before ap-
plying the background suppression BDT. All corrections

are applied and the MC uncertainty contains all system-
atic uncertainties discussed in Section V. The agreement
of MX and q2 is excellent, but some di↵erences in the
shape of the lepton momentum spectrum are seen. This
is likely due to imperfections of the modeling of the inclu-
sive B ! Xc `+ ⌫` background. The discrepancy reduces
in the MX < 1.7 GeV region. The main results of this
paper will be produced by fitting q2 and MX in two di-
mensions. We use the lepton spectrum to measure the
same regions of phase space, to validate the obtained re-
sults.

VII. B ! Xu `+ ⌫` SIGNAL REGION

Figure 6 shows the reconstructed MX , q2, and EB
`

distributions after the BDT selection is applied. The
B ! Xu `+ ⌫` contribution is now clearly visible at
low MX and high EB

` , while the reconstructed events
and the MC expectation show good agreement. The
B ! Xc `+ ⌫` background is dominated by contributions
from B ! D `+ ⌫` and B ! D⇤ `+ ⌫` decays, and the
remaining background is predominantly from secondary
leptons, and misidentified lepton candidates.

q2 = (pB − pX)2MX = p2
XHadronic Mass

MX ≈ mD,D*

Four-momentum transfer

squared

Lepton Energy in 

signal B rest frame EB

ℓ

Signal enriched Signal depleted

Signal

Xc Bkg

Before BDT selection
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FIG. 6. The MX , q2 and EB
` spectra after applying the background BDT but before the fit are shown. The B ! Xu `+ ⌫`

contribution is shown in red and scaled to the world average of B(B ! Xu `+ ⌫`) = (2.13± 0.30) ⇥ 10�3. The data and MC
agreement is reasonable in all variables. The EB

` spectra is shown with selections of MX < 1.7GeV and MX > 1.7GeV. The
cut of MX < 1.7GeV is later used in the fit to reduce the dependence on the B ! Xc `

+ ⌫` modeling of higher charmed states.

Signal enriched Signal depleted

MX = p2
XHadronic Mass

Lepton Energy in 

signal B rest frame EB

ℓ
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After BDT selection
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of B ! Xc ` ⌫̄` and other backgrounds in the extrac-
tion variables, q2 and N⇡± , we also utilize the events
failing the BDT selection and find good agreement. We
further separate events by the reconstructed MX , cat-
egorizing MX < 1.7GeV into five q2 bins ranging in
[0, 26.4]GeV2 as a function of the N⇡± multiplicity for
the interval of [0, 1, 2,� 3]. Events with MX � 1.7GeV
are analyzed only in bins of N⇡± as they are dominated
by background. To enhance the B ! ⇡ ` ⌫̄` purity in
the low-MX N⇡± = 0 and N⇡± = 1 events, we apply a
selection on the thrust of 0.92 and 0.85, respectively. It
is defined by max|n|=1 (

P
i |pi · n|/

P
i |pi|), when sum-

ming over the neutral and charged constituents of the
reconstructed X system in the center of mass frame. For
B ! ⇡ ` ⌫̄` events, we expect a more collimated Xu sys-
tem than for B ! Xc ` ⌫̄` and other B ! Xu ` ⌫̄` pro-
cesses, resulting in a higher thrust value.

The q2 : N⇡± bins and the MX � 1.7GeV N⇡± dis-
tribution are analyzed using a simultaneous likelihood
fit, which incorporates floating parameters for the mod-
eling of the B ! ⇡ ` ⌫̄` form factor, the binned tem-
plates, and systematic uncertainties as nuisance param-
eters. Specifically, the shape of B ! ⇡ ` ⌫̄` template is
linked to the form factors by correcting the e�ciency and
acceptance e↵ects. The fit components we probe are the
normalizations of B ! ⇡ ` ⌫̄` decays, other B ! Xu ` ⌫̄`
signal decays, and of background events dominated by
B ! Xc ` ⌫̄` decays. The f+ and f0 form factors describ-
ing the B ! ⇡ ` ⌫̄` decay dynamics are parameterized
with expansion coe�cients a+n and a0n using the BCL ex-
pansion,

f+(q
2) =

1

1� q2/m2
B⇤

N+�1X

n=0

a+n

h
zn � (�1)n�N+ n

N+
zN

+
i
,

f0(q
2) =

N0�1X

n=0

a0n z
n , (3)

at expansion order N+ = N0 = 3 in the conformal vari-
able z = z(q2) [20, 36], and a02 is expressed by the re-
maining coe�cients to keep the kinematical constraint
f+(0) = f0(0). We constrain the expansion coe�cients
to the lattice QCD (LQCD) values of Ref. [36], combin-
ing LQCD calculations from several groups [37, 38]. Note
that the measured distributions have no sensitivity for f0
and we thus neglect its e↵ects in the decay rate. The in-
clusion of the f0 expansion coe�cients, however, reduces
uncertainties on the B ! ⇡ ` ⌫̄` rate through the corre-
lation to the f+ shape. We also study a fit scenario that
constrains the B ! ⇡ form factors to the combined lat-
tice QCD and experimental information of Refs. [39–42],
representing the full experimental knowledge of its shape
to date.

We consider additive and multiplicative systematic un-
certainties in the likelihood fit by adding bin-wise nui-
sance parameters for each template. The parameters are

FIG. 1. The q2 : N⇡± spectrum after the 2D fit is shown for
the scenario that only uses LQCD information. The uncer-
tainties incorporate all postfit uncertainties discussed in the
text.

constrained to a multinormal Gaussian distribution with
a covariance reflecting the sum of all considered system-
atic e↵ects, and the correlation structure between tem-
plates from common sources is taken into account. This
includes detector and reconstruction related uncertain-
ties, such as the tracking e�ciency for low and high
momentum tracks, particle identification e�ciency un-
certainties, and the calibration of the Btag reconstruc-
tion e�ciency. We further consider uncertainties on the
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` shapes from the form
factors, non-perturbative parameters, and their compo-
sitions. The u ! Xu fragmentation uncertainties are
evaluated by changing the default Belle tune of fragmen-
tation parameters to the values used in Ref. [43]. We fur-
ther vary the ss̄-production rate �s = 0.30± 0.09, span-
ning the range of Refs. [44, 45]. The largest uncertain-
ties on the exclusive branching fraction measurements are
from the calibration of the tagging e�ciency (±4.0%) and
the B ! Xu ` ⌫̄` modeling (±3.5%). The largest uncer-
tainties on the inclusive branching fraction measurement
are from the B ! Xu ` ⌫̄` (±12.1%) modeling and the
u ! Xu fragmentation (±5.3%). The uncertainties of
the modeling of the B ! Xc ` ⌫̄` background are ±1.2%
and ±2.8% for the B ! ⇡ ` ⌫̄` and B ! Xu ` ⌫̄` branching
fractions, respectively.

Figure 1 shows the q2 : N⇡± distribution of the signal
region after the fit and with only using LQCD informa-
tion: B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫` events are ag-
gregated in the N⇡+ = 0 and N⇡+ = 1 bins, respectively,
whereas contributions from other B ! Xu ` ⌫̄` processes
are in all multiplicity bins. The high MX bins constrain
the B ! Xc ` ⌫̄` and other background contributions. We
use the isospin relation and B0/B+ lifetime ratio to link
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of B ! Xc ` ⌫̄` and other backgrounds in the extrac-
tion variables, q2 and N⇡± , we also utilize the events
failing the BDT selection and find good agreement. We
further separate events by the reconstructed MX , cat-
egorizing MX < 1.7GeV into five q2 bins ranging in
[0, 26.4]GeV2 as a function of the N⇡± multiplicity for
the interval of [0, 1, 2,� 3]. Events with MX � 1.7GeV
are analyzed only in bins of N⇡± as they are dominated
by background. To enhance the B ! ⇡ ` ⌫̄` purity in
the low-MX N⇡± = 0 and N⇡± = 1 events, we apply a
selection on the thrust of 0.92 and 0.85, respectively. It
is defined by max|n|=1 (

P
i |pi · n|/

P
i |pi|), when sum-

ming over the neutral and charged constituents of the
reconstructed X system in the center of mass frame. For
B ! ⇡ ` ⌫̄` events, we expect a more collimated Xu sys-
tem than for B ! Xc ` ⌫̄` and other B ! Xu ` ⌫̄` pro-
cesses, resulting in a higher thrust value.

The q2 : N⇡± bins and the MX � 1.7GeV N⇡± dis-
tribution are analyzed using a simultaneous likelihood
fit, which incorporates floating parameters for the mod-
eling of the B ! ⇡ ` ⌫̄` form factor, the binned tem-
plates, and systematic uncertainties as nuisance param-
eters. Specifically, the shape of B ! ⇡ ` ⌫̄` template is
linked to the form factors by correcting the e�ciency and
acceptance e↵ects. The fit components we probe are the
normalizations of B ! ⇡ ` ⌫̄` decays, other B ! Xu ` ⌫̄`
signal decays, and of background events dominated by
B ! Xc ` ⌫̄` decays. The f+ and f0 form factors describ-
ing the B ! ⇡ ` ⌫̄` decay dynamics are parameterized
with expansion coe�cients a+n and a0n using the BCL ex-
pansion,

f+(q
2) =

1

1� q2/m2
B⇤

N+�1X

n=0

a+n

h
zn � (�1)n�N+ n

N+
zN

+
i
,

f0(q
2) =

N0�1X

n=0

a0n z
n , (3)

at expansion order N+ = N0 = 3 in the conformal vari-
able z = z(q2) [20, 36], and a02 is expressed by the re-
maining coe�cients to keep the kinematical constraint
f+(0) = f0(0). We constrain the expansion coe�cients
to the lattice QCD (LQCD) values of Ref. [36], combin-
ing LQCD calculations from several groups [37, 38]. Note
that the measured distributions have no sensitivity for f0
and we thus neglect its e↵ects in the decay rate. The in-
clusion of the f0 expansion coe�cients, however, reduces
uncertainties on the B ! ⇡ ` ⌫̄` rate through the corre-
lation to the f+ shape. We also study a fit scenario that
constrains the B ! ⇡ form factors to the combined lat-
tice QCD and experimental information of Refs. [39–42],
representing the full experimental knowledge of its shape
to date.

We consider additive and multiplicative systematic un-
certainties in the likelihood fit by adding bin-wise nui-
sance parameters for each template. The parameters are

FIG. 1. The q2 : N⇡± spectrum after the 2D fit is shown for
the scenario that only uses LQCD information. The uncer-
tainties incorporate all postfit uncertainties discussed in the
text.

constrained to a multinormal Gaussian distribution with
a covariance reflecting the sum of all considered system-
atic e↵ects, and the correlation structure between tem-
plates from common sources is taken into account. This
includes detector and reconstruction related uncertain-
ties, such as the tracking e�ciency for low and high
momentum tracks, particle identification e�ciency un-
certainties, and the calibration of the Btag reconstruc-
tion e�ciency. We further consider uncertainties on the
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` shapes from the form
factors, non-perturbative parameters, and their compo-
sitions. The u ! Xu fragmentation uncertainties are
evaluated by changing the default Belle tune of fragmen-
tation parameters to the values used in Ref. [43]. We fur-
ther vary the ss̄-production rate �s = 0.30± 0.09, span-
ning the range of Refs. [44, 45]. The largest uncertain-
ties on the exclusive branching fraction measurements are
from the calibration of the tagging e�ciency (±4.0%) and
the B ! Xu ` ⌫̄` modeling (±3.5%). The largest uncer-
tainties on the inclusive branching fraction measurement
are from the B ! Xu ` ⌫̄` (±12.1%) modeling and the
u ! Xu fragmentation (±5.3%). The uncertainties of
the modeling of the B ! Xc ` ⌫̄` background are ±1.2%
and ±2.8% for the B ! ⇡ ` ⌫̄` and B ! Xu ` ⌫̄` branching
fractions, respectively.

Figure 1 shows the q2 : N⇡± distribution of the signal
region after the fit and with only using LQCD informa-
tion: B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫` events are ag-
gregated in the N⇡+ = 0 and N⇡+ = 1 bins, respectively,
whereas contributions from other B ! Xu ` ⌫̄` processes
are in all multiplicity bins. The high MX bins constrain
the B ! Xc ` ⌫̄` and other background contributions. We
use the isospin relation and B0/B+ lifetime ratio to link

2D Categories :

4

FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)
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of B ! Xc ` ⌫̄` and other backgrounds in the extrac-
tion variables, q2 and N⇡± , we also utilize the events
failing the BDT selection and find good agreement. We
further separate events by the reconstructed MX , cat-
egorizing MX < 1.7GeV into five q2 bins ranging in
[0, 26.4]GeV2 as a function of the N⇡± multiplicity for
the interval of [0, 1, 2,� 3]. Events with MX � 1.7GeV
are analyzed only in bins of N⇡± as they are dominated
by background. To enhance the B ! ⇡ ` ⌫̄` purity in
the low-MX N⇡± = 0 and N⇡± = 1 events, we apply a
selection on the thrust of 0.92 and 0.85, respectively. It
is defined by max|n|=1 (

P
i |pi · n|/

P
i |pi|), when sum-

ming over the neutral and charged constituents of the
reconstructed X system in the center of mass frame. For
B ! ⇡ ` ⌫̄` events, we expect a more collimated Xu sys-
tem than for B ! Xc ` ⌫̄` and other B ! Xu ` ⌫̄` pro-
cesses, resulting in a higher thrust value.

The q2 : N⇡± bins and the MX � 1.7GeV N⇡± dis-
tribution are analyzed using a simultaneous likelihood
fit, which incorporates floating parameters for the mod-
eling of the B ! ⇡ ` ⌫̄` form factor, the binned tem-
plates, and systematic uncertainties as nuisance param-
eters. Specifically, the shape of B ! ⇡ ` ⌫̄` template is
linked to the form factors by correcting the e�ciency and
acceptance e↵ects. The fit components we probe are the
normalizations of B ! ⇡ ` ⌫̄` decays, other B ! Xu ` ⌫̄`
signal decays, and of background events dominated by
B ! Xc ` ⌫̄` decays. The f+ and f0 form factors describ-
ing the B ! ⇡ ` ⌫̄` decay dynamics are parameterized
with expansion coe�cients a+n and a0n using the BCL ex-
pansion,

f+(q
2) =

1

1� q2/m2
B⇤

N+�1X

n=0

a+n

h
zn � (�1)n�N+ n

N+
zN

+
i
,

f0(q
2) =

N0�1X

n=0

a0n z
n , (3)

at expansion order N+ = N0 = 3 in the conformal vari-
able z = z(q2) [20, 36], and a02 is expressed by the re-
maining coe�cients to keep the kinematical constraint
f+(0) = f0(0). We constrain the expansion coe�cients
to the lattice QCD (LQCD) values of Ref. [36], combin-
ing LQCD calculations from several groups [37, 38]. Note
that the measured distributions have no sensitivity for f0
and we thus neglect its e↵ects in the decay rate. The in-
clusion of the f0 expansion coe�cients, however, reduces
uncertainties on the B ! ⇡ ` ⌫̄` rate through the corre-
lation to the f+ shape. We also study a fit scenario that
constrains the B ! ⇡ form factors to the combined lat-
tice QCD and experimental information of Refs. [39–42],
representing the full experimental knowledge of its shape
to date.

We consider additive and multiplicative systematic un-
certainties in the likelihood fit by adding bin-wise nui-
sance parameters for each template. The parameters are

FIG. 1. The q2 : N⇡± spectrum after the 2D fit is shown for
the scenario that only uses LQCD information. The uncer-
tainties incorporate all postfit uncertainties discussed in the
text.

constrained to a multinormal Gaussian distribution with
a covariance reflecting the sum of all considered system-
atic e↵ects, and the correlation structure between tem-
plates from common sources is taken into account. This
includes detector and reconstruction related uncertain-
ties, such as the tracking e�ciency for low and high
momentum tracks, particle identification e�ciency un-
certainties, and the calibration of the Btag reconstruc-
tion e�ciency. We further consider uncertainties on the
B ! Xu ` ⌫̄` and B ! Xc ` ⌫̄` shapes from the form
factors, non-perturbative parameters, and their compo-
sitions. The u ! Xu fragmentation uncertainties are
evaluated by changing the default Belle tune of fragmen-
tation parameters to the values used in Ref. [43]. We fur-
ther vary the ss̄-production rate �s = 0.30± 0.09, span-
ning the range of Refs. [44, 45]. The largest uncertain-
ties on the exclusive branching fraction measurements are
from the calibration of the tagging e�ciency (±4.0%) and
the B ! Xu ` ⌫̄` modeling (±3.5%). The largest uncer-
tainties on the inclusive branching fraction measurement
are from the B ! Xu ` ⌫̄` (±12.1%) modeling and the
u ! Xu fragmentation (±5.3%). The uncertainties of
the modeling of the B ! Xc ` ⌫̄` background are ±1.2%
and ±2.8% for the B ! ⇡ ` ⌫̄` and B ! Xu ` ⌫̄` branching
fractions, respectively.

Figure 1 shows the q2 : N⇡± distribution of the signal
region after the fit and with only using LQCD informa-
tion: B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫` events are ag-
gregated in the N⇡+ = 0 and N⇡+ = 1 bins, respectively,
whereas contributions from other B ! Xu ` ⌫̄` processes
are in all multiplicity bins. The high MX bins constrain
the B ! Xc ` ⌫̄` and other background contributions. We
use the isospin relation and B0/B+ lifetime ratio to link

→ (Note that  of 
course contains  )

B → Xuℓν̄ℓ
B → πℓν̄ℓ

ρ = 0.10
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)
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FIG. 3. The q2 spectra of B
0 ! ⇡+`�⌫̄` obtained from

the fit of the combined LQCD and experimental information
(orange, solid) and from the fit to LQCD only (green, dashed)
are shown. The data points are the background subtracted
post-fit distributions, corrected for resolution and e�ciency
e↵ects and averaged over both isospin modes. In addition,

the LQCD pre-fit prediction of [36] for the B
0 ! ⇡+`�⌫̄`

form factor is shown (grey).

compatible with the world average within 1.1 standard
deviations. Fig. 2 (bottom) compares the obtained val-
ues and we also find good agreement between the isospin
conjugate exclusive values of |Vub|. Figure 3 compares the

fitted q2 spectra of the di↵erential rate of B
0 ! ⇡+`�⌫̄`

for both fit scenarios as well as for the LQCD input [36].
The inclusion of the full experimental and theoretical
knowledge leads to a higher rate at low q2.

In summary, we presented the first simultaneous deter-
mination of inclusive and exclusive |Vub| within a single
analysis. In the ratio of both |Vub| values many system-
atic uncertainties such as the tagging calibration or the
lepton identification uncertainties cancel and one can di-
rectly test the SM expectation of unity. We recover ra-
tios that are compatible with this expectation, but 1.6
standard deviations higher than the ratio of the current
world averages of inclusive and exclusive |Vub|. This ten-
sion is reduced to 1.1 standard deviations when including
the constraint based on the full theoretical and experi-
mental knowledge of the B ! ⇡ ` ⌫̄` form factor shape.
We average our inclusive and exclusive values from both
approaches using LQCD or LQCD and additional exper-
imental information and find,

|Vub| = (4.01± 0.27)⇥ 10�3 , (LQCD) (14)

|Vub| = (3.85± 0.26)⇥ 10�3 , (LQCD+ exp.) (15)

respectively. These values can be compared with
the expectation from CKM unitarity of Ref. [47]
of |V CKM

ub | = (3.64± 0.07)⇥ 10�3 and are compatible
within 1.4 and 0.8 standard deviations, respectively. The

applied approach of simultaneously fitting q2 and the
number of charged pions in the Xu system will benefit
from the large anticipated data set of Belle II. Additional
fit scenarios and inclusive |Vub| values from other theory
calculations of the partial rate are provided in the sup-
plemental material [48].
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FIG. 2. The |Vub| values obtained with the fits using (top)
LQCD or (bottom) LQCD and experimental constraints for

the B
0 ! ⇡+`�⌫̄` form factor are shown. The inclusive |Vub|

value is based on the decay rate from the GGOU calculation.
The values obtained from the previous Belle measurement
[9] (grey band) and the world averages from Ref. [1] (black
marker) are also shown. The shown ellipses correspond to
39.3% confidence levels (��2 = 1).

the yields of B+ ! ⇡0 `+ ⌫` and B0 ! ⇡� `+ ⌫`. The fit
has a �2 of 12.6 with 21 degrees of freedom, correspond-
ing to a p-value of 92%. The measured B+ ! ⇡0 `+ ⌫`
and B0 ! ⇡� `+ ⌫` yields are corrected for e�ciency
e↵ects to determine the corresponding branching frac-
tions B. The measured inclusive yield is calculated from
the sum of B+ ! ⇡0 `+ ⌫`, B0 ! ⇡� `+ ⌫`, and other
B ! Xu ` ⌫̄` events and unfolded to correspond to a par-
tial branching fraction �B with EB

` > 1.0GeV, also cor-
recting for the e↵ect of final state radiation photons. We
find

B(B0 ! ⇡+`�⌫̄`) = (1.43± 0.19± 0.13)⇥ 10�4 , (4)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (5)

with the errors denoting statistical and systematic
uncertainties. The recovered branching fraction for

B
0 ! ⇡+`�⌫̄` is compatible with the world average of

B(B0 ! ⇡+`�⌫̄`) = (1.50± 0.06)⇥ 10�4 [1]. The cor-
relation between the exclusive and inclusive branching
fractions is ⇢ = 0.10. Using calculations for the inclu-
sive partial rate and the fitted form factor parameters, we
can determine values for |Vub|. As our baseline we use the
GGOU [46] calculation for the inclusive partial rate with
EB

` > 1.0GeV (�� = 58.5± 2.7 ps�1), but other calcu-
lations result in similar values for inclusive |Vub|. We
find

��V excl.
ub

�� = (4.12± 0.30± 0.18± 0.16)⇥ 10�3 , (6)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (7)

for exclusive and inclusive |Vub| with the uncertainties
denoting the statistical error, systematic error, and error
from theory (either from LQCD or the inclusive calcula-
tion). The correlation between the exclusive and inclu-
sive |Vub| is ⇢ = 0.07. The determined value for inclusive
|Vub| is compatible with the determination of Ref. [9]. For
the ratio of inclusive and exclusive Vub values we find

��V excl.
ub

�� /
��V incl.

ub

�� = 1.06± 0.14 , (8)

which is compatible with the SM expectation of unity.
The value is higher and compatible with the current
world average of |V excl.

ub |/|V incl.
ub | = 0.84± 0.04 [1] within

1.6 standard deviations. Fig. 2 (top) compares the mea-
sured individual values with the SM expectation and the
current world average. We also test what happens if we
relax the isospin relation between B� ! ⇡0`�⌫̄` (red el-

lipse) and B
0 ! ⇡+`�⌫̄` (blue) branching fractions and

find compatible results for exclusive and inclusive |Vub|,
as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
measured q2 spectrum with LQCD predictions, as pro-
vided by Ref. [36]. The determined (partial) branching
fractions in this scenario are

B(B0 ! ⇡+`�⌫̄`) = (1.53± 0.18± 0.12)⇥ 10�4 , (9)

�B(B ! Xu`⌫̄`) = (1.40± 0.14± 0.23)⇥ 10�3 , (10)

with a correlation of ⇢ = 0.12 between inclusive and
exclusive branching fractions. This fit leads to a more
precise value of |Vub| from B ! ⇡ ` ⌫̄` and we find with
the same inclusive calculation

��V excl.
ub

�� = (3.78± 0.23± 0.16± 0.14)⇥ 10�3 , (11)
��V incl.

ub

�� = (3.90± 0.20± 0.32± 0.09)⇥ 10�3 , (12)

with a correlation ⇢ = 0.10 and a ratio of

��V excl.
ub

�� /
��V incl.

ub

�� = 0.97± 0.12 , (13)

2) FLAG 2022 + all experimental 
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as well as for the exclusive |Vub| values.
In addition to this extraction, we can also utilize the

full theoretical and experimental knowledge of the B !
⇡ ` ⌫̄` form factor, combining shape information from the
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FIG. 3. The reconstructed overall distributions of cos ✓BY and �M . The B0 ! D⇤+e�⌫̄e channel is shown on the left column
and the B0 ! D⇤+µ�⌫̄µ is shown on the right column. The simulated samples are weighed based on integrated luminosities.
The hatched area represents the statistical uncertainty due to the finite MC sample size, and systematic uncertainty arising
from the lepton identification, slow pion reconstruction, and tracking efficiency of K, ⇡, and `.

We determine the partial decay rates of a given kine-395

matic bin x using the unfolded yields ⌫unfolded
x via396

��x =
⌫unfolded
x

✏xNB
0B(D⇤+ ! D0⇡+)B(D0 ! K�⇡+)⌧B0

,

(25)
with ✏x denoting the reconstruction efficiency and accep-397

tance, and ⌧B0 denoting the B0 meson lifetime [37]. NB
0398

is the number of B0 mesons in the analyzed data set and399

further discussed in Sec. VII. The resulting partial decay400

rates and uncertainties are listed in Table II.401

C. Statistical correlations402

To analyze the measured partial decay rates simulta-403

neously, we determine the full statistical correlation of404

the four measured projections. This is done using a boot-405

strapping approach [38], which samples the analyzed data406

set by creating 10000 replicas using sampling with re-407

placement. Furthermore, the total number of sampled408

events in each replica is varied according to the statis-409

tical uncertainty of the full data set. Each replica is410

analyzed using the full analysis procedure (background411

subtraction, unfolding). The obtained statistical correla-412

tions can be found in Appendix E.413

VII. SYSTEMATIC UNCERTAINTIES414

Several systematic uncertainties affect the measured415

partial rates. They are grouped into uncertainties stem-416

ming from the background subtraction and uncertain-417

ties affecting the unfolding procedure and the efficiency418

corrections. A detailed breakdown for each measured419

differential decay rate is given in Appendix D. The sta-420
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FIG. 4. The migration matrices of the reconstructed kinematic variables in the B0 ! D⇤+e�⌫̄e decay. The values in the figures
are the migrations in %.

A. Background subtraction423

The background subtraction is sensitive to the signal424

and background template shapes in cos ✓BY and �M . To425

validate the modeling, we reconstruct a sample of same-426

sign D⇤+`+ events, which are free of our signal decay.427

We observe a fair agreement in the analyzed range of428

cos ✓BY , but observe some deviations from the MC pre-429

diction for cos ✓BY > 2.5. We derive correction factors430

for both background templates using D⇤+`+ events. We431

use the high �M region to derive a correction factor432

for fake D⇤ contributions, and the region near �M of433

0.145 GeV/c2 to determine a correction for the true D⇤
434

contribution. Those obtained correction factors are in435

the range of [0.85, 1.15]. The full difference between ap-436

plying and not applying this correction is taken as the437

systematic uncertainty from the background modelling.438

The systematic uncertainties from the correction factors439

are treated as uncorrelated.440

B. Statistical uncertainty from finite MC samples441

We propagate the statistical uncertainty from the lim-442

ited size of the MC sample into the signal and background443

shapes, migration matrices, and signal efficiencies. For444

the signal and background shapes, we use nuisance pa-445

rameters to allow the template shapes in cos ✓BY and446

�M to vary within their statistical uncertainties. The447

uncertainties associated with finite MC samples are un-448

correlated given that they are determined independently449

bin-by-bin.450

C. Lepton identification451

The lepton identification (ID) efficiencies for electron452

and muon identification are studied with the J/ !453

`+`�, e+e� ! `+`�(�) and e+e� ! (e+e�)`+`� (with454

` = e, µ) channels. We use bin-wise correction factors as455

a function of the laboratory momentum and polar angle456

of the lepton candidates. To determine the uncertain-457

ties, we produce 400 replicas of the bin-wise correction458

factors, that fluctuate each factor within its uncorrelated459

statistical error and its correlated systematic uncertainty.460

For each replica, the template shapes, migration matrices461

and efficiencies are redetermined and the signal extrac-462

tion procedure is repeated.463
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FIG. 5. Comparison of the fitted partial decay rates with 1� uncertainties in the BGL and CLN parameterizations to the
unfolded experimental data (shown as error bars). Note that the BGL (hatched) band almost completely overlays the CLN
(solid) band.

the predictions of [13, 43] assuming lepton flavor univer-575

sality and with previous measurements [14, 44]. The fully576

correlated systematic uncertainties, e.g., the tracking ef-577

ficiency, the number of B0 mesons, and the branching578

fractions of the D⇤+ and D0 decays cancel in the ratio.579

From the partial decay rate of cos ✓`, we determine the
angular asymmetry AFB in the full phase space of w:

AFB =

R
1

0
d cos ✓`d�/d cos ✓` �

R
0

�1
d cos ✓`d�/d cos ✓`

R
1

0
d cos ✓`d�/d cos ✓` +

R
0

�1
d cos ✓`d�/d cos ✓`

,

(37)

With AFB one can also test the lepton flavor universality
by analyzing the difference of

�AFB = Aµ
FB

�Ae
FB . (38)

We find

Ae
FB = 0.228± 0.012± 0.017 , (39)

Aµ
FB

= 0.211± 0.011± 0.021 , (40)

and

�AFB = (�17± 16± 12)⇥ 10�3 . (41)

From the measured cos ✓V distribution, we determine
the longitudinal D⇤ polarization fraction FL via

1

�

d�
d cos ✓V

=
3

2

✓
FL cos2 ✓V +

1� FL

2
sin2 ✓V

◆
, (42)

and find580

F e
L = 0.520± 0.005± 0.005 , (43)

Fµ
L = 0.527± 0.005± 0.005 , (44)

and

�FL = 0.007± 0.007± 0.006 , (45)

with �FL = Fµ
L � F e

L.581

The obtained angular asymmetry and longitudinal po-582

larization for B0 ! D⇤+e�⌫̄e and B0 ! D⇤+µ�⌫̄µ and583

their difference between the e channel and µ channel584

agree with the SM prediction of Refs. [13, 43]. Note that585

the AFB in Ref. [13] is determined from a slightly re-586

duced phase space: w 2 [1, 1.5], its impact on the SM587

expectation is at order 10�4 [43].588

Our values are compatible with the determination of589

�AFB and �FL of Ref. [13, 14] within 2.3 and 1.2 stan-590

dard deviations, respectively. Recently Ref. [42] also de-591

termined these quantities and we observe in good agree-592

ment for AFB and FL for electrons and muons and their593

differences.594
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To propagate the impact on the measurement, we pro-476

duce 400 replicas of the correction weights, taking into477

account statistical and systematic correlations. For each478

replica, template shapes, migration matrices and efficien-479

cies are redetermined and the signal extraction is re-480

peated.481

F. Number of B0 mesons482

The number of BB pairs, NBB = (198± 3) ⇥ 106, is
used to determine the total number of neutral B0 mesons:

NB
0 = 2NBB (1 + f+0)

�1, (26)

with f+0 = B(⌥(4S) ! B+B�)/B(⌥(4S) ! B0B
0

) =483

1.065± 0.052 [39]. The uncertainty from both NBB and484

f+0 are propagated into the measured partial decay rates.485

G. External branching fractions486

In Eq. (25), the values of B(D⇤+ ! D0⇡+) = (67.7 ±487

0.5)%, B(D0 ! K�⇡+) = (3.947± 0.030)%, and the B0
488

lifetime ⌧B0 = (1.519±0.004) ps are taken from Ref. [37].489

The uncertainties from each source across bins of kine-490

matic variables are fully correlated.491

H. Signal model dependence492

The simulated B0 ! D⇤+`�⌫̄` samples is used to de-493

rive migration matrices and efficiency corrections. This494

introduces a residual dependence on the assumed model495

into the presented results. We use the central values and496

3� uncertainties of Ref. [36] to assess the size of this error.497

The size of this uncertainty is smaller than the experi-498

mental uncertainties and in most bins does not exceed499

1%. In the cos ✓` bin of [�1,�0.4] it is 4% and compara-500

ble to other uncertainties due to the low reconstruction501

efficiency.502

VIII. RESULTS503

By summing the partial decay rates of all kinematic
variables we obtain the total rate and by averaging over
the total rates of w, cos ✓`, cos ✓V , and � we obtain the
branching fractions

B(B0 ! D⇤+e�⌫̄e) = (4.92± 0.03± 0.22)% , (27)

B(B0 ! D⇤+µ�⌫̄µ) = (4.93± 0.03± 0.24)% , (28)

where the first and second errors are the statistical and
systematic uncertainties. The average is calculated as

B(B0 ! D⇤+`�⌫̄`) = (4.92± 0.02± 0.22)% , (29)

which is compatible with the current world average:504

(4.97± 0.12)% [37].505

As we determine the projections to the same data, re-506

dundant degrees of freedom are present in the measured507

partial decay rates for electrons and muons. These are re-508

moved before analyzing the measured distributions: We509

normalize the decay rates and use the total averaged de-510

cay rate in the following. To determine form factors and511

|Vcb| we further average the electron and muon rates, un-512

less stated otherwise.513

We analyze the observed averaged normalized decay514

rates ��obs
i /� and total rate �obs by constructing a �2

515

function of the form516

�2 =
34X

i,j

 
��obs

i

�obs � ��pre
i

�pre

!
C�1

ij

 
��obs

j

�obs �
��pre

j

�pre

!

(30)

+
(�obs � �pre)2

�2

�

,

where i and j denote the bin indices of the measured517

bins in w, cos ✓`, cos ✓V , and � and ��pre
i /� and �pre

518

the predicted values expressed as functions of the form-519

factor parameters and |Vcb| [16, 17, 19]. Further, C is the520

experimental covariance matrix on the normalized rates.521

The input parameters used in the measurement, e.g.
GF , B meson mass, etc. are summarized in Appendix A.
The expansion of BGL form factors must be truncated
at a given order. For this we use a nested hypothesis
test as proposed in Ref. [40]. We accept a more com-
plex model with one additional expansion parameter over
a simpler one if the improvement in �2 is at least one.
We further test that the inclusion of the new expansion
paramter does not introduce a correlation of more than
95% in any of the fitted parameters to avoid over-fitting
and blind directions, i.e., flat directions in the �2 con-
tour. We identify na = 1, nb = 2, nc = 2 and in the fits
absorb |Vcb| and the form-factor normalization into the
fitted expansion coefficients xi,

x̃i = |Vcb| ⌘EW F(1)xi , (31)

where ⌘EW is a small electroweak correction. The ob-
tained values and correlations are listed in Table III and
|Vcb| is determined with the relationship:

|Vcb|⌘EWF(1) =
1

p
mBmD

⇤

 
|b̃0|

Pf (0)�f (0)

!
. (32)

Using F(1) = 0.906±0.013 [9] and ⌘EW = 1.0066 [41] we
determine

|Vcb|BGL = (40.6± 0.3± 1.0± 0.6)⇥ 10�3. (33)

where the first, second, and third error are statistical,522

systematic, and from the LQCD prediction of F(1), re-523

spectively. We find a p-value of 15% for the fit.524
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TABLE III. Fitted BGL expansion coefficients and their cor-
relations.

Values Correlations �2/ndf
ã0 ⇥ 103 0.91± 0.05 1 0.32 �0.28 0.06

39/31
b̃0 ⇥ 103 0.54± 0.01 0.32 1 �0.38 �0.43

b̃1 ⇥ 103 �0.36± 0.31 �0.28 �0.38 1 0.57

c̃1 ⇥ 103 �0.05± 0.03 0.06 �0.43 0.57 1

TABLE IV. Fitted CLN parameters and |Vcb| and correla-
tions.

Values Correlations �2/ndf
⇢2 1.23± 0.06 1 0.38 -0.81 0.3

39/31
R1(1) 1.18± 0.06 0.38 1 -0.54 -0.06
R2(1) 0.88± 0.04 -0.81 -0.54 1 -0.09

|Vcb|⇥ 103 40.2 ± 1.1 0.3 -0.06 -0.09 1

Fitting the normalized decay rates and the total decay
rate with the CLN parametrization we find

|Vcb|CLN = (40.2± 0.3± 0.9± 0.6)⇥ 10�3 , (34)

with a p-value of 16%. The fitted parameters and correla-525

tions are listed in Table IV. Fig. 5 compares the measured526

partial decay rates with the fitted shapes.527

A breakdown of the systematic uncertainties for both528

fits are provided in Table V and Table VI for the BGL529

and CLN parameterizations respectively. The largest un-530

certainty on |Vcb| stems from the knowledge of the slow531

pion reconstruction efficiency followed by the uncertainty532

in the external input f+0, which is used to convert the533

number of counted B-meson pairs into the number of B0
534

mesons.535

A. Sensitivity to LQCD results at nonzero recoil536

In Ref. [10] LQCD predictions for the B0 ! D⇤+`�⌫̄`537

form factores beyond zero recoil were reported. We com-538

pare our data with these predictions using two scenarios:539

• Inclusion of predictions beyond zero recoil for540

hA1
(w) at w = [1.03, 1.10, 1.17].541

• Inclusion of predictions beyond zero recoil for542

hA1
(w), R1(w), and R2(w) at w = [1.03, 1.10, 1.17].543

To include beyond zero recoil information, we add to544

Eq. (30) a term of the form545

�2

LQCD =
X

ij

(FLQCD
i �F pre

i )C�1

ij (FLQCD
j �F pre

j ) . (35)

Here FLQCD
i denotes the lattice data on hA1

(w) and/or546

R1(w), R2(w). F exp
i represents the corresponding value547

TABLE V. Composition of the relative uncertainties (in per-
cent) for the BGL form factors in a fit of the B0 ! D⇤+`�⌫̄`
decay. Because of the absorption of |Vcb| and the form-factor
normalization (see Eq. (31)), the fitted parameters x̃i are af-
fected by the uncertainties that only have an impact on the
overall normalization.

ã0 b̃0 b̃1 c̃1

Statistical 3.3 0.8 55.3 41.1

Finite MC samples 1.3 0.3 22.2 16.7

Signal modelling 2.8 0.6 48.8 34.3

Background subtraction 1.2 0.4 30.5 20.4

Lepton ID efficiency 1.3 0.3 3.3 2.7

Slow pion efficiency 1.7 1.5 19.9 19.0

Tracking of K, ⇡, ` 0.5 0.4 0.4 0.4

NBB 0.8 0.8 0.8 0.7

f+�/f00 1.3 1.3 1.2 1.2

B(D⇤+ ! D0⇡+) 0.4 0.4 0.4 0.3

B(D0 ! K�⇡+) 0.4 0.4 0.4 0.4

B0 lifetime 0.1 0.1 0.1 0.1

Total 5.4 2.5 85.3 62.7

expressed in terms of form-factor parameters. As we now548

explicitly include normalization information on the form549

factors into the fit, we directly fit for the BGL coefficients550

without absorbing |Vcb| and ⌘EW.551

The fitted results in BGL and CLN parameterization552

are summarized in Tables VII and VIII, respectively. The553

inclusion of beyond zero recoil information for hA1
re-554

sults in a small downward shift on the central value for555

|Vcb| if we use the BGL form-factor expansion. The CLN556

fits show a small upward shift. The inclusion of the full557

beyond zero recoil information shifts |Vcb| significantly558

and the determined fit shapes in hA1
, R1, and R2 show559

large disagreements. This is consistent with the results560

of Ref. [42]. The BGL fits of both scenarios are shown561

in Fig. 6 with the beyond zero recoil LQCD predictions562

of Ref. [10]. The agreement can be improved if more563

BGL expansion parameters are included: In Appendix F564

we repeat the nested hypothesis test to determine the565

ideal truncation order with the full lattice information in-566

cluded (hA1(w), R1(w), R2(w)) and find na = 3, nb = 1,567

nc = 3. With 6 expansion coefficients we find a p-value568

of 21%.569

B. Lepton flavor universality test570

We report a value for the ratio of the B0 ! D⇤+e�⌫̄e571

and B0 ! D⇤+µ�⌫̄µ branching fractions572

Re/µ = 0.998± 0.009± 0.020, (36)

where the first error is statistical and the second is from573

systematic uncertainties. The ratio is compatible with574

BGL truncation order 
determined using Nested 
Hypothesis Test

Lepton momentum 
cut
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Appendix F: Nested hypothesis test828

A nested hypothesis test is carried out to determine the truncation of the BGL form-factor expansion order. It829

start from na = 1, nb = 1, nc = 2 (Note that the value of c0 is determined from b0 parameter via Eq. (14)) to allow830

at least one degree of freedom from each contributing form factor. We require all correlations between form-factor831

parameters are smaller than 95%, and ��2 = �2

N � �2

N+1 > 1, when one of the expansion of g(z), f(z), or F1(z) is832

extended to a higher order.833

1. Test without LQCD input834

In this scenario, we only fit experimental data without LQCD predictions. The fitted |Vcb| values, minima of the835

�2, and numbers of degree of freedom for different BGL expansion orders are summarized in Table XIII. The fitted836

form-factor parameters with the optimal expansion order na = 1, nb = 2, and nc = 2 are summarized in the main837

text in Table III.838

TABLE XIII. Summary of the nested hypothesis test without LQCD input. The ⇢max column records the greatest off-diagonal
correlation coefficients. The optimal expansion order is highlighted in bold.

(na, nb, nc) |Vcb|⇥ 103 ⇢max �2 Ndf p-value
(1, 1, 2) 40.2± 1.1 0.28 40.5 32 14%
(2, 1, 2) 40.1± 1.1 0.97 38.6 31 16%
(1, 2, 2) 40.6±1.2 0.57 39.1 31 15%
(1, 1, 3) 40.1± 1.1 0.97 40 31 13%
(2, 2, 2) 40.2± 1.3 0.99 38.6 30 13%
(1, 3, 2) 39.8± 1.3 0.98 37.6 30 16%
(1, 2, 3) 40.5± 1.2 0.97 39 30 13%

2. Test with LQCD constraints on hA1
839

In this scenario, we fit experimental data and the LQCD predictions on hA1
(w) at w = [1.03, 1.10, 1.17] simulta-840

neously. The obtained |Vcb| values, minima of the �2, and numbers of degree of freedom corresponding to different841

truncations are summarized in Table XIV. na = 1, nb = 3, and nc = 2 is determined as the optimal expansion order.842

The fitted parameters and their correlations are summarized in Table XV.843

TABLE XIV. Summary of the nested hypothesis test when LQCD predictions on hA1
(w) are taken into account.

(na, nb, nc) |Vcb|⇥ 103 ⇢max �2 Ndf p-value
(1, 1, 2) 40.0± 1.2 0.62 40.5 34 21%
(2, 1, 2) 39.9± 1.2 0.97 38.6 33 23%
(1, 2, 2) 40.3± 1.2 0.59 39.4 33 21%
(1, 1, 3) 39.9± 1.2 0.97 40 33 19%
(2, 2, 2) 40.0± 1.2 0.98 38.6 32 20%
(1, 3, 2) 40.2±1.2 0.89 38.3 32 21%
(1, 2, 3) 40.2± 1.2 0.97 39.3 32 18%
(2, 3, 2) 40.2± 1.3 0.99 38.3 31 17%
(1, 4, 2) 40.0± 1.2 0.97 36.6 31 22%
(1, 3, 3) 40.2± 1.2 0.96 38.3 31 17%
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form

A(w) =

✓
d�

dw

◆�1

2

4
1Z

0

�

0Z

�1

3

5 dX
d�

dwdX
, (22)

using appropriate di�erential elements dX determined by the angular function associated
with each coe�cient. These are given by:

A
FB

: dX ! d(cos ✓
l
) (23)

S
3
: dX ! d(cos 2�) (24)

S
5
: dX ! d(cos� cos ✓

V
) (25)

S
7
: dX ! d(sin� cos ✓

V
) (26)

S
9
: dX ! d(sin 2�) (27)
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2

tial distributions of B0
! D⇤+`⌫` and B�

! D⇤0`⌫` are
presented.1 These distributions provide the necessary ex-
perimental input to determine the non-perturbative form
factors governing the strong decay dynamics of the pro-
cess. Knowledge of the functional form of the form fac-
tors in combination with information from Lattice QCD
or other non-perturbative methods on their absolute nor-
malization, allow the determination of |Vcb| using

|Vcb| =

s
B(B ! D⇤`⌫̄`)

⌧B �(B ! D⇤`⌫̄`)
. (1)

Here B denotes an externally measured branching frac-
tion of the process, � is the predicted decay rate omitting
the CKM factor |Vcb|

2 , and ⌧B is the B meson lifetime.
To retain a high resolution in the kinematic quantities

of interest and a high signal purity, we make use of the
improved hadronic tagging algorithm of Ref. [12]. This
algorithm hierarchically reconstructs the accompanying
Btag meson in the ⌥(4S) ! BsigBtag decay in O(10000)
exclusive hadronic decay channels and selects candidates
based on a multivariate method. With this the signalBsig

kinematic properties are accessible, allowing for the di-
rect calculation of the four-momentum transfer squared,
q2 = (pB � pD⇤)2, with the B (D⇤) meson momentum
pB (pD⇤), and the three angular relations necessary to
describe the full B ! D⇤`⌫̄` decay cascade (illustrated
in Fig. 1). Due to the challenges of understanding ab-
solute e�ciencies when using algorithms such as that of
Ref. [12], we only focus on measuring normalized di↵er-
ential shapes. To determine |Vcb| we make use of external
inputs for the branching fraction. We report 1D projec-
tions of the decay angles and hadronic recoil parameter
w, which are fully corrected for detector e↵ects and ef-
ficiencies, and we provide the correlations to allow for a
simultaneous analysis of the decay angles and w in all
considered decay modes.

This paper is organized as follows: Section II provides
a brief overview on the theory of B ! D⇤ ` ⌫̄` decays,
including definitions for the measured angular relations
and the hadronic recoil parameter. Sections III and IV
summarize the analyzed data set, event reconstruction,
and selection. Section V describes the background sub-
traction fit and Section VI the unfolding of detector res-
olution e↵ects. In Section VII an overview of the eval-
uated systematic uncertainties is given. Section VIII
presents our results and our conclusions are presented
in Section IX.

II. THEORY OF B ! D⇤`⌫̄` DECAYS

In the SM, semileptonic B ! D⇤`⌫̄` decays are medi-
ated by a weak charged current interaction. The dom-
inant theory uncertainty in predicting the semileptonic

1
Charge conjugation is implied and ` = e, µ.

FIG. 1. Visualization of the decay angles in B ! D⇤ ` ⌫̄`. For
definitions see text.

decay rate arises in the description of the hadronic ma-
trix elements. These matrix elements can be represented
in terms of four independent form factors hA1�3,V in the
heavy quark symmetry basis [13]:

hD⇤
|c̄ �µb|Bi

p
mBmD

⇤
= i hV "µ⌫↵� ✏⇤⌫ v

0
↵ v� (2)

hD⇤
|c̄ �µ �5b|Bi

p
mBmD

⇤
= hA1

(w + 1) ✏⇤µ
� hA2

(✏⇤ · v) vµ

� hA3
(✏⇤ · v) v0µ . (3)

Here w = v · v0 = (m2
B + m2

D
⇤ � q2)/(2mBmD

⇤) is the
hadronic recoil parameter, which can be expressed as the
product of the two four-velocities v = pB/mB and v0 =
pD⇤/mD

⇤ . Further, ✏⇤ denotes theD⇤ polarization vector

and "µ⌫↵� is the Levi-Civita tensor. The form factors
are functions of q2, or equivalently w. For ` = e, µ the
B ! D⇤ transition can be fully described by the form
factor hA1 and the two form factor ratios,

R1(w) =
hV

hA1

, R2(w) =
hA3

+ r⇤hA2

hA1

, (4)

with r⇤ = mD
⇤/mB .

An alternative common choice to describe the B !

D⇤ decay transition is to represent the decay with form
factors g, f, F1 [14, 15], which are related to the form
factors of the heavy quark symmetry basis as

hA1
=

f

mB

p

r⇤(w + 1)
, hV = gmB

p

r⇤ , (5)

hA1
(w � r⇤ � (w � 1)R2) =

F1

m2
B

p

r⇤(w + 1)
. (6)

The functional forms of the form factors have to be
obtained using fits to di↵erential distributions and/or
to input from non-perturbative methods such as Lattice
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form

A(w) =

✓
d�

dw

◆�1
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4
1Z

0

�

0Z

�1

3

5 dX
d�

dwdX
, (22)

using appropriate di�erential elements dX determined by the angular function associated
with each coe�cient. These are given by:

A
FB

: dX ! d(cos ✓
l
) (23)

S
3
: dX ! d(cos 2�) (24)

S
5
: dX ! d(cos� cos ✓

V
) (25)

S
7
: dX ! d(sin� cos ✓

V
) (26)

S
9
: dX ! d(sin 2�) (27)

10

AFB =
N+ − N−

N+ + N+

Figure 3: Generator MC distributions of the variables used to calculate A
FB

and S
i
.

12

Construct asymmetries:

E.g. forward-backward 
asymmetry in cos θℓ

N+N−

Test of light-lepton universality in angular asymmetries of hadronically tagged  
 decays at Belle II, [Phys.Rev.Lett. 131 (2023) 18, 181801, arXiv:2308.02023]B0 → D* −{e+, μ+} ν5.
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form

A(w) =
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dw
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using appropriate di�erential elements dX determined by the angular function associated
with each coe�cient. These are given by:

A
FB

: dX ! d(cos ✓
l
) (23)

S
3
: dX ! d(cos 2�) (24)

S
5
: dX ! d(cos� cos ✓

V
) (25)

S
7
: dX ! d(sin� cos ✓

V
) (26)

S
9
: dX ! d(sin 2�) (27)
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tial distributions of B0
! D⇤+`⌫` and B�

! D⇤0`⌫` are
presented.1 These distributions provide the necessary ex-
perimental input to determine the non-perturbative form
factors governing the strong decay dynamics of the pro-
cess. Knowledge of the functional form of the form fac-
tors in combination with information from Lattice QCD
or other non-perturbative methods on their absolute nor-
malization, allow the determination of |Vcb| using

|Vcb| =

s
B(B ! D⇤`⌫̄`)

⌧B �(B ! D⇤`⌫̄`)
. (1)

Here B denotes an externally measured branching frac-
tion of the process, � is the predicted decay rate omitting
the CKM factor |Vcb|

2 , and ⌧B is the B meson lifetime.
To retain a high resolution in the kinematic quantities

of interest and a high signal purity, we make use of the
improved hadronic tagging algorithm of Ref. [12]. This
algorithm hierarchically reconstructs the accompanying
Btag meson in the ⌥(4S) ! BsigBtag decay in O(10000)
exclusive hadronic decay channels and selects candidates
based on a multivariate method. With this the signalBsig

kinematic properties are accessible, allowing for the di-
rect calculation of the four-momentum transfer squared,
q2 = (pB � pD⇤)2, with the B (D⇤) meson momentum
pB (pD⇤), and the three angular relations necessary to
describe the full B ! D⇤`⌫̄` decay cascade (illustrated
in Fig. 1). Due to the challenges of understanding ab-
solute e�ciencies when using algorithms such as that of
Ref. [12], we only focus on measuring normalized di↵er-
ential shapes. To determine |Vcb| we make use of external
inputs for the branching fraction. We report 1D projec-
tions of the decay angles and hadronic recoil parameter
w, which are fully corrected for detector e↵ects and ef-
ficiencies, and we provide the correlations to allow for a
simultaneous analysis of the decay angles and w in all
considered decay modes.

This paper is organized as follows: Section II provides
a brief overview on the theory of B ! D⇤ ` ⌫̄` decays,
including definitions for the measured angular relations
and the hadronic recoil parameter. Sections III and IV
summarize the analyzed data set, event reconstruction,
and selection. Section V describes the background sub-
traction fit and Section VI the unfolding of detector res-
olution e↵ects. In Section VII an overview of the eval-
uated systematic uncertainties is given. Section VIII
presents our results and our conclusions are presented
in Section IX.

II. THEORY OF B ! D⇤`⌫̄` DECAYS

In the SM, semileptonic B ! D⇤`⌫̄` decays are medi-
ated by a weak charged current interaction. The dom-
inant theory uncertainty in predicting the semileptonic

1
Charge conjugation is implied and ` = e, µ.

FIG. 1. Visualization of the decay angles in B ! D⇤ ` ⌫̄`. For
definitions see text.

decay rate arises in the description of the hadronic ma-
trix elements. These matrix elements can be represented
in terms of four independent form factors hA1�3,V in the
heavy quark symmetry basis [13]:

hD⇤
|c̄ �µb|Bi

p
mBmD

⇤
= i hV "µ⌫↵� ✏⇤⌫ v

0
↵ v� (2)

hD⇤
|c̄ �µ �5b|Bi

p
mBmD

⇤
= hA1

(w + 1) ✏⇤µ
� hA2

(✏⇤ · v) vµ

� hA3
(✏⇤ · v) v0µ . (3)

Here w = v · v0 = (m2
B + m2

D
⇤ � q2)/(2mBmD

⇤) is the
hadronic recoil parameter, which can be expressed as the
product of the two four-velocities v = pB/mB and v0 =
pD⇤/mD

⇤ . Further, ✏⇤ denotes theD⇤ polarization vector

and "µ⌫↵� is the Levi-Civita tensor. The form factors
are functions of q2, or equivalently w. For ` = e, µ the
B ! D⇤ transition can be fully described by the form
factor hA1 and the two form factor ratios,

R1(w) =
hV

hA1

, R2(w) =
hA3

+ r⇤hA2

hA1

, (4)

with r⇤ = mD
⇤/mB .

An alternative common choice to describe the B !

D⇤ decay transition is to represent the decay with form
factors g, f, F1 [14, 15], which are related to the form
factors of the heavy quark symmetry basis as

hA1
=

f

mB

p

r⇤(w + 1)
, hV = gmB

p

r⇤ , (5)

hA1
(w � r⇤ � (w � 1)R2) =

F1

m2
B

p

r⇤(w + 1)
. (6)

The functional forms of the form factors have to be
obtained using fits to di↵erential distributions and/or
to input from non-perturbative methods such as Lattice
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form

A(w) =

✓
d�

dw
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4
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0
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3

5 dX
d�

dwdX
, (22)

using appropriate di�erential elements dX determined by the angular function associated
with each coe�cient. These are given by:

A
FB

: dX ! d(cos ✓
l
) (23)

S
3
: dX ! d(cos 2�) (24)

S
5
: dX ! d(cos� cos ✓

V
) (25)

S
7
: dX ! d(sin� cos ✓

V
) (26)

S
9
: dX ! d(sin 2�) (27)

10

AFB =
N+ − N−

N+ + N+

Construct asymmetries:

E.g. forward-backward 
asymmetry in cos θℓ

Bobeth et al. [Eur.Phys.J.C 81 (2021) 11, 984 ]
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FIG. 2. Fit to the Belle data in the planes of�AFB = A(µ)
FB�A(e)

FB vs. �FL = F (µ)
L �F (e)

L (top left), �AFB vs. � eFL = eF (µ)
L � eF (e)

L

(top right), �AFB vs. �S3 = S(µ)
3 � S(e)

3 (bottom left), and �AFB vs. ⌃AFB = (A(µ)
FB + A(e)

FB)/2 (bottom right). Contours
correspond to 68%, 95% 99.7%, and 99.99% probability, respectively. The ragged outermost contours are artefacts due to lack
of samples so far in the periphery of the best-fit point. The SM predictions based on the form factors obtained in Refs. [11, 12]
are shown as blue crosses. The SM uncertainties are found to be much smaller than 10�2 and hence negligible, with the
exception of the last panel. The uncertainty in the �AFB–⌃AFB plane is shown as a (highly degenerate) ellipse at the 68%
probability level.

normalization to the total rate. The shifts in �(��i)/⌃(��i) scale as expected, from significantly less than 1h
at w ⇠ 1 (high q2) to �5h in the bin with maximal w (lowest q2). The shift in the total rate is about �3h,
so normalizing yields shifts in �xi/⌃xi to the range [�3h, 3h].

5. For LFU observables we still find mostly excellent agreement between experiment and our SM predictions.

However, the aforementioned di↵erence between the measurements of A(µ)
FB and A(e)

FB becomes more significant,
given the smaller absolute uncertainty in �AFB and the fact that the relatively large SM prediction carries the
opposite sign from the one determined in the fit. This quantity di↵ers therefore by approximately 4� from its
SM prediction. In Figure 2 we show the pair-wise 2-dimensional best-fit regions of �AFB with �FL, � eFL, �S3,
and ⌃AFB. The discrepancy with the predictions reaches the 4� level, compatible with similar levels seen for
the 1-dimensional discrepancy for �AFB in Table III.

These observations mildly depend on the covariance matrix used in the fit. As stated above, we consider our
construction of the 80 ⇥ 80 covariance matrix reliable to the extent that the data in Ref. [3] are correct. To make
absolutely sure that our assumption regarding the e�µ correlations is not the reason for the observed discrepancy, we

adopt the following alternative procedure: We determine the A(e)
FB and A(µ)

FB with separate statistical and systematic

SM

Test of light-lepton universality in angular asymmetries of hadronically tagged  
 decays at Belle II, [Phys.Rev.Lett. 131 (2023) 18, 181801, arXiv:2308.02023]B0 → D* −{e+, μ+} ν5.
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form
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tial distributions of B0
! D⇤+`⌫` and B�

! D⇤0`⌫` are
presented.1 These distributions provide the necessary ex-
perimental input to determine the non-perturbative form
factors governing the strong decay dynamics of the pro-
cess. Knowledge of the functional form of the form fac-
tors in combination with information from Lattice QCD
or other non-perturbative methods on their absolute nor-
malization, allow the determination of |Vcb| using

|Vcb| =

s
B(B ! D⇤`⌫̄`)

⌧B �(B ! D⇤`⌫̄`)
. (1)

Here B denotes an externally measured branching frac-
tion of the process, � is the predicted decay rate omitting
the CKM factor |Vcb|

2 , and ⌧B is the B meson lifetime.
To retain a high resolution in the kinematic quantities

of interest and a high signal purity, we make use of the
improved hadronic tagging algorithm of Ref. [12]. This
algorithm hierarchically reconstructs the accompanying
Btag meson in the ⌥(4S) ! BsigBtag decay in O(10000)
exclusive hadronic decay channels and selects candidates
based on a multivariate method. With this the signalBsig

kinematic properties are accessible, allowing for the di-
rect calculation of the four-momentum transfer squared,
q2 = (pB � pD⇤)2, with the B (D⇤) meson momentum
pB (pD⇤), and the three angular relations necessary to
describe the full B ! D⇤`⌫̄` decay cascade (illustrated
in Fig. 1). Due to the challenges of understanding ab-
solute e�ciencies when using algorithms such as that of
Ref. [12], we only focus on measuring normalized di↵er-
ential shapes. To determine |Vcb| we make use of external
inputs for the branching fraction. We report 1D projec-
tions of the decay angles and hadronic recoil parameter
w, which are fully corrected for detector e↵ects and ef-
ficiencies, and we provide the correlations to allow for a
simultaneous analysis of the decay angles and w in all
considered decay modes.

This paper is organized as follows: Section II provides
a brief overview on the theory of B ! D⇤ ` ⌫̄` decays,
including definitions for the measured angular relations
and the hadronic recoil parameter. Sections III and IV
summarize the analyzed data set, event reconstruction,
and selection. Section V describes the background sub-
traction fit and Section VI the unfolding of detector res-
olution e↵ects. In Section VII an overview of the eval-
uated systematic uncertainties is given. Section VIII
presents our results and our conclusions are presented
in Section IX.

II. THEORY OF B ! D⇤`⌫̄` DECAYS

In the SM, semileptonic B ! D⇤`⌫̄` decays are medi-
ated by a weak charged current interaction. The dom-
inant theory uncertainty in predicting the semileptonic

1
Charge conjugation is implied and ` = e, µ.

FIG. 1. Visualization of the decay angles in B ! D⇤ ` ⌫̄`. For
definitions see text.

decay rate arises in the description of the hadronic ma-
trix elements. These matrix elements can be represented
in terms of four independent form factors hA1�3,V in the
heavy quark symmetry basis [13]:

hD⇤
|c̄ �µb|Bi

p
mBmD

⇤
= i hV "µ⌫↵� ✏⇤⌫ v

0
↵ v� (2)
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p
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⇤
= hA1

(w + 1) ✏⇤µ
� hA2

(✏⇤ · v) vµ

� hA3
(✏⇤ · v) v0µ . (3)

Here w = v · v0 = (m2
B + m2

D
⇤ � q2)/(2mBmD

⇤) is the
hadronic recoil parameter, which can be expressed as the
product of the two four-velocities v = pB/mB and v0 =
pD⇤/mD

⇤ . Further, ✏⇤ denotes theD⇤ polarization vector

and "µ⌫↵� is the Levi-Civita tensor. The form factors
are functions of q2, or equivalently w. For ` = e, µ the
B ! D⇤ transition can be fully described by the form
factor hA1 and the two form factor ratios,

R1(w) =
hV

hA1

, R2(w) =
hA3

+ r⇤hA2

hA1

, (4)

with r⇤ = mD
⇤/mB .

An alternative common choice to describe the B !

D⇤ decay transition is to represent the decay with form
factors g, f, F1 [14, 15], which are related to the form
factors of the heavy quark symmetry basis as

hA1
=

f

mB

p

r⇤(w + 1)
, hV = gmB

p

r⇤ , (5)

hA1
(w � r⇤ � (w � 1)R2) =

F1

m2
B

p

r⇤(w + 1)
. (6)

The functional forms of the form factors have to be
obtained using fits to di↵erential distributions and/or
to input from non-perturbative methods such as Lattice
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For convenience, we note that these disjoint one-or two-dimensional asymmetric integrals
can be reinterpreted as simple one-dimensional asymmetries A of the form

A(w) =
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using appropriate di�erential elements dX determined by the angular function associated
with each coe�cient. These are given by:

A
FB

: dX ! d(cos ✓
l
) (23)

S
3
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) (25)
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Figure 2: Visualization of the S-observables. Each is the asymmetry between the events in
the blue and the yellow phase-space regions. On the left is shown the labelling of Ref. [7],
and on the right is the equivalent one-dimensional labelling used for convenience in this

analysis.

The experimental determination of all five asymmetry variables then reduces to counting the
number of events with X > (<)0, given by N

+(�), and calculating:

A(w) =
N

+
�N

�

N
+ +N

� . (28)

The correspondence between the the multi-dimensional labelling of + and � events and
this new one-dimensional labelling is shown in Fig. 2. Sensitivity to lepton universality
violating NP is achieved through a measurement of �-observables given by:

�A(w) = A
µ(w)�A

e(w). (29)
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Figure 2: Visualization of the S-observables. Each is the asymmetry between the events in
the blue and the yellow phase-space regions. On the left is shown the labelling of Ref. [7],
and on the right is the equivalent one-dimensional labelling used for convenience in this

analysis.

The experimental determination of all five asymmetry variables then reduces to counting the
number of events with X > (<)0, given by N

+(�), and calculating:

A(w) =
N

+
�N

�

N
+ +N

� . (28)

The correspondence between the the multi-dimensional labelling of + and � events and
this new one-dimensional labelling is shown in Fig. 2. Sensitivity to lepton universality
violating NP is achieved through a measurement of �-observables given by:

�A(w) = A
µ(w)�A

e(w). (29)
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Test of light-lepton universality in angular asymmetries of hadronically tagged  
 decays at Belle II, [Phys.Rev.Lett. 131 (2023) 18, 181801, arXiv:2308.02023]B0 → D* −{e+, μ+} ν5.
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K2Mib iQ T`2/B+iBQMb 7`QK _27X (jj) �M/ K2�bm`2K2Mibkd8

7`QK _27bX (N- Rj- R9)X h?2 `2bmHib BM _27X (N) �`2 Q#i�BM2/kde

BM � bHB;?iHv `2/m+2/ w `�M;2- [1, 1.5]- r?B+? K�F2b i?2Kkdd

MQi bi`B+iHv +QKT�`�#H2 iQ i?2 Qi?2` `2bmHibX >Qr2p2`-kd3

i?2 bi�M/�`/ KQ/2H 2tT2+i�iBQMb BM i?2b2 irQ w `�M;2bkdN

/Bz2` QMHv BM i?2 7Qm`i? /2+BK�H TH�+2Xk3y

hQ i2bi �;`22K2Mi rBi? i?2 bi�M/�`/ KQ/2H 2tT2+i�@k3R

iBQM (jj)- r2 T2`7Q`K i?`22 /Bz2`2Mi �2 i2bib- �++QmMiBM;k3k

7Q` i?2 bi�iBbiB+�H �M/ bvbi2K�iB+ +Qp�`B�M+2b #2ir22M �HHk3j

Q7 i?2 p�`B�#H2bX h2bib Q7 i?2 �bvKK2i`B2b A BM i?2 7mHHk39

w `�M;2 UwBM+HXV vB2H/ �2/N/Q7 = 14.6/10 Up = 0.15V �M/k38

BM w bm#`�M;2b UwHQr- w?B;?V vB2H/ 26.7/20 Up = 0.14VXk3e

h2bib Q7 i?2 Glo@b2MbBiBp2 �bvKK2i`v /Bz2`2M+2b �AFB-k3d

�S3- �M/ �S5 BM i?2 wBM+HX `�M;2 vB2H/ �2/N/Q7 = 2.0/3k33

Up = 0.57V �M/ BM w bm#`�M;2b vB2H/ 10.2/6 Up = 0.13VXk3N

Can also split these asymmetries further 
into  bins :w

w ∈ [1,1.275]
w ∈ [1.275,wmax]

w ∈ [1,wmax]

Test of light-lepton universality in angular asymmetries of hadronically tagged  
 decays at Belle II, [Phys.Rev.Lett. 131 (2023) 18, 181801, arXiv:2308.02023]B0 → D* −{e+, μ+} ν5.
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usual definition in the similar flavor-changing neutral-
current decay B ! K⇤(! K⇡)`+`� [18, 20]. The fully
di↵erential rate is

d�

dq2 d cos ✓V d cos ✓` d�
=

G2
F |V

L
ub|

2m3
B

2⇡4

⇥

⇢
J1s sin

2 ✓V + J1c cos
2 ✓V

+ (J2s sin
2 ✓V + J2c cos

2 ✓V ) cos 2✓`

+ J3 sin
2 ✓V sin2 ✓` cos 2�

+ J4 sin 2✓V sin 2✓` cos�+ J5 sin 2✓V sin ✓` cos�

+ (J6s sin
2 ✓V + J6c cos

2 ✓V ) cos ✓`
+ J7 sin 2✓V sin ✓` sin�+ J8 sin 2✓V sin 2✓` sin�

+ J9 sin
2 ✓V sin2 ✓` sin 2�

�
. (3)

Our convention for the ranges of the angular variables are
� 2 [0, 2⇡], ✓` 2 [0,⇡], ✓V 2 [0,⇡]. Switching � ! �� ⇡,
so that � 2 [�⇡,⇡], customary in B ! K⇤`+`�, amounts
to a sign flip in the terms

{J4, J5, J7, J8} ! {�J4, �J5, �J7, �J8} . (4)

The dependence on q2, as well as that on all form factors
and on the NP parameter ✏R, is contained in the 12 di-
mensionless Ji(q2, ✏R) functions. For the Lagrangian in
Eq. (1), some simplifications occur

J1s = 3J2s , J1c = �J2c , J7 = 0 , (5)

and additionally J6c = 0 for massless leptons. While the
functions J7,8,9 are proportional to Im ✏R, the other Ji
functions start with (Im ✏R)2 and Re ✏R, and so they are
mainly sensitive to Re ✏R. Partially integrated rates can
be found in Appendix A.

An important di↵erence between B ! ⇢`⌫̄ and B !

K⇤`+`� is that in the former case the leptonic current
is constrained to be left-handed, and in the latter case
several operators contribute already in the SM, thus it is
more compelling to study all possible NP contributions.
(Right-handed `⌫̄ couplings are severely constrained, e.g.,
by Michel parameter analyses.) The rate corresponding
to switching from left-handed to right-handed leptonic
current is obtained by the replacement ✓` ! ✓` � ⇡, re-
sulting in a sign flip of the terms

{J5, J6s, J6c, J7} ! {�J5, �J6s, �J6c, �J7} . (6)

(As well as multiplication by the square of the right-
handed coupling; neglecting lepton masses, there is no
interference between the two lepton couplings.) This dif-
ference can only be seen in an angular analysis, as it does
not contribute after integration over the angles. The q2

spectrum depends on 2J1s + J1c � (2J2s + J2c)/3 and
hence is insensitive to the chirality of the lepton current.

In B ! K⇤`+`� decay, a set of “clean observables”
were proposed [13], which can be calculated model inde-
pendently in the SM, if the so-called “non-factorizable”

contributions dominate the form factors [16]. These ob-
servables are ratios of the Ji functions, constructed so
that these non-factorizable contributions cancel at each
value of q2, while there are corrections from power sup-
pressed e↵ects as well as calculable “factorizable” con-
tributions. The cancellation of the non-factorizable con-
tributions arises because in the heavy b-quark limit, the
number of independent nonperturbative parameters is re-
duced due to the symmetries of SCET [21, 22]. However,
even in this case, symmetry breaking corrections may be
a significant limitation in practice [18]. In the following
we explore the possibilities of constructing observables
sensitive to a right-handed current.
A fully di↵erential analysis in four-dimensions, as re-

quired for the determination of the Ji in bins of q2 for
the calculation of the “clean observables” is experimen-
tally challenging: an unbinned fit to the four-dimensional
decay rates requires parametrizing the background com-
ponents and their correlations adequately and when faced
with this problem experimentalists often choose alter-
native approaches, e.g., projections are analyzed (see
Refs. [10, 11]) or event probabilities are assigned (see,
e.g., Ref. [12]). Both methods are complicated, and as
we are interested in the search for right-handed currents,
corresponding to constraining a single unknown parame-
ter, we explore simpler variables, which amount to count-
ing experiments in di↵erent regions of phase space.

B. One- and generalized two-dimensional
asymmetries

It is well known that the forward-backward asymmetry
is sensitive to the chiral structure of currents contributing
to a decay,

AFB =

R 0
�1 d cos ✓`(d�/d cos ✓`)�

R 1
0 d cos ✓`(d�/d cos ✓`)

R 1
�1 d cos ✓` (d�/d cos ✓`)

.

(7)
We study the sensitivity of this variable to ✏R in Sec. IV,
after discussing the form factor inputs used. The one-
dimensional distributions in � and ✓V are symmetric,
and hence it is not possible to construct asymmetry-type
observables with good sensitivity to ✏R from these one-
dimensional distributions.
Next, we integrate over one of the three angles, which

reduces the number of contributing Ji. We achieve the
best sensitivity by integrating over the angle �, which
leaves us with

d�

dq2 d cos ✓V d cos ✓`
=

G2
F |V L

ub|
2 m3

B

⇡3

⇢
J1s sin

2 ✓V

+ J1c cos
2 ✓V + (J2s sin

2 ✓V + J2c cos
2 ✓V ) cos 2✓`

+ (J6s sin
2 ✓V + J6c cos

2 ✓V ) cos ✓`

�
(8)

and J6c = 0 for massless leptons. This limits the possible
observables substantially, and none of the “clean observ-

G2
F Vcb

2
m3

B

2π4

Full angular information of  can be encoded into 12 coefficients :B → D*ℓν̄ℓ

Each of these coefficients 
is a function of  q2 ∼ w

With some smart folding, 

one can “easily” determine 

them

8 Coefficients relevant in massless limit & SM

http://cds.cern.ch/record/1605179
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FIG. 1. The data points correspond to the averaged central values of the four measured normalized angular coe!cients described
in the text, with the uncertainties including statistical and systematic uncertainties. The vertical dotted lines indicate the
binning in w. The blue (orange) curves correspond to the BGL332 (CLN) fit described in the text, with the 1ω uncertainty
band. The angular coe!cients J6c, J7, J8, J9 are not fitted, and expected to be zero in the SM.

form factors, respectively. The p-values for the BGL332

and CLN fits are 0.75 and 0.39, respectively. The fitted
angular coe!cients are shown in Fig. 1. The resulting
form factors, together with the lattice data used in the
fit, are shown in Fig. 2 [24]. We find consistent values
for the CKM matrix element |Vcb| for both form factor
parameterizations:

|Vcb| = (41.0± 0.3± 0.4± 0.5)→ 10→3 (BGL332) ,

|Vcb| = (40.9± 0.3± 0.4± 0.4)→ 10→3 (CLN) ,

where the first uncertainty is from the measured data,
the second uncertainty is from the external branching
fraction, and the third uncertainty is from the LQCD
inputs.

The lepton forward-backward asymmetry AFB and
the D

↑ longitudinal polarization fraction FL(D↑) are
straightforwardly calculated [25] from the measured an-
gular coe!cients within their corresponding w bins. The
Si observables in Ref. [26] are directly proportional to
the angular coe!cients Si ↑ Ĵi and are discussed further
in the supplemental material. These observables can be
used to test lepton flavor universality between electrons
and muons via, e.g. ”AFB = A

µ
FB ↓ A

e
FB to search for

new physics e#ects. We observe no significant deviation
from the SM expectation and quantify the compatibility
of each observable with the SM expectation in Table I.
The corresponding lepton flavor universality observables
are displayed in Fig. 3.

TABLE I. Compatibility of the lepton flavor universality ob-
servables with the SM expectation. The ”X = Xµ → Xe

are the observables testing the lepton flavor universal by cal-
culating the di#erence between the decays with muons and
electrons.

Observable ε2 / ndf p-value
”AFB 1.7 / 4 0.79
”FL(D

→) 2.3 / 4 0.67

”Ĵ1s 5.3 / 4 0.26
”Ĵ1c 4.2 / 4 0.38
”Ĵ2s 4.6 / 4 0.33
”Ĵ2c 5.0 / 4 0.28
”Ĵ3 7.4 / 4 0.12
”Ĵ4 2.5 / 4 0.64
”Ĵ5 4.8 / 4 0.31
”Ĵ6s 2.1 / 4 0.72
”Ĵ6c 1.1 / 4 0.89
”Ĵ7 1.6 / 4 0.81
”Ĵ8 3.3 / 4 0.51
”Ĵ9 4.6 / 4 0.33

”Ĵi 41 / 48 0.76

In summary, we present the first complete measure-
ment of the angular coe!cients Ĵi in bins of w describ-
ing the full di#erential decay distribution of B̄ ↔ D

↑
ωε̄ω

(ω = e, µ), probing both B̄
0 and B

→ modes. In total, we
measure the partial rates in 4→ 144 distinct phase-space
regions to extract the 4→ 12 Ĵi coe!cients, with full sta-
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FIG. 4. The results of the |Vcb| determination described in
the text with other previous determinations. The top section
shows the results of the analysis presented in this manuscript.
The middle section shows the results in Ref. [3], where we have
updated the fit with beyond zero-recoil lattice data. The bot-
tom section shows the HVLAV [29] world average of |Vcb|, the
|Vcb| determinations from inclusive decays [27, 28], and |Vcb|
determination from CKM unitarity. The BGL and CLN labels
indicate the form factor paramterization used to determine
|Vcb|. The lattice QCD inputs are MILC [19], HPQCD [20],
JLQCD [21]. Numbers in parentheses show goodness-of-fit
p-values for the corresponding fits.
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FIG. 2. The blue (orange) band corresponds to our form factor fits using the BGL332 (CLN) parameterizations with the beyond
zero-recoil lattice predictions by (olive square) MILC [19], (cyan cross) HPQCD [20], and (pink plus) JLQCD [21] as input.

FIG. 3. The results of the lepton flavor universality test described in the text. The !X = Xµ → Xe are the observables
testing the lepton flavor universal by calculating the di”erence between the decays with muons and electrons. !S5 ↑ !J5 is
shown since a new physics signal should show up simultaneously in !AFB and !S5. These asymmetries are expected to be
approximately zero in the SM.

tistical and systematic correlations, allowing the simulta-
neous analysis of all measured angular coe!cients. The
measured coe!cients encode the full angular information
of the B̄ → D

→
ωε̄ω decay, providing a more comprehen-

sive set of observables than the one-dimensional partial
rates of w, cos ϑω, cos ϑV , and ϖ measured in Refs. [3, 15].

The measured angular coe!cients are analyzed to de-
termine |Vcb| using the beyond zero-recoil lattice calcu-
lations by the MILC, HPQCD, and JLQCD collabora-
tions and the world average of the B̄ → D

→
ωε̄ω branch-

ing fraction and B-meson lifetimes. We find |Vcb| =
(41.0 ± 0.7) ↑ 10↑3 in the BGL parameterization. The
origin of the upward shift of |Vcb| with respect to Ref. [3]
is caused by the shift of F(1) = 0.895± 0.007 in the av-
erage of the new lattice results, and the smaller slope of
the form factor compared to previous results. The re-
sulting p-value of the fit is 75% and the value of |Vcb| is
in agreement with the fit of the one-dimensional partial
rates determined from the same data set. The obtained
values of |Vcb| are compatible with the determinations
using the CLN parameterization. These results are also
in agreement with the two currently most precise deter-
minations of |Vcb| from inclusive B → Xcωε̄ω measure-
ments relying on heavy quark e”ective theory [27, 28].
Our results are in agreement with those determined from

partial rates [3], which uses the same dataset. A sum-
mary of our measurement of |Vcb|, together with other
determinations, is shown in Fig. 4.
The measured angular coe!cients are tested for lepton

flavor universality violation, and no deviation from the
SM expectation is observed. The numerical values, and
full covariance matrices of the measured observables have
been made available on HEPData.
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Figure 6. Distributions of EECL in the signal-enhanced region 1.5 < M2

miss < 6.0 GeV2/c4 for the D→+ → D0ω+ (left),
D→+ → D+ω0 (middle), and D→0 → D0ω0 (right) modes, with fit projections overlaid. The bottom panel presents pull values
from fit results. The rectangular-shaded regions on the histograms and in the pull plot correspond to statistical uncertainties
in the fit.

Table VII. Observed (expected) yields of the signal and normalization modes. The index i designates the fit category for the
three D→ decays. Only statistical uncertainties are given.

Parameter Observed (expected) yield

D→+ → D0ω+ D→+ → D+ω0 D→0 → D0ω0

N i
D→ωε +N i

D→ωε,ϑ-misID 50.9± 7.8 7.8± 1.2 49.2± 7.5

N i
D→ϑε 1084.6± 36.7 (1041.0± 11.2) 137.9± 6.6 (133.2± 4.3) 940.9± 36.0 (927.2± 10.7)

across all D→ modes from 0% to 200% of the expected
yields in the simulation. The variation is repeated 1000
times and the maximum and minimum shifts observed in
!R(D→) are assigned as the systematic uncertainty for
each of the background categories. These uncertainties
are combined in a quadratic sum for all three categories,
resulting in a total systematic uncertainty of +2.7%

↑2.3%.

A similar procedure is employed to determine the un-
certainty from the composition of the hadronic B decay

background. The branching fractions of B → D→D(→)
s

and B → D→nω(ω0) decays are varied by their uncer-
tainties according to a single Gaussian distribution to

obtain !R(D→). Uncertainties between B → D→D(→)
s

decays are assumed to be fully correlated while those
between B → D→nω(ω0) decays are treated as uncorre-

lated. The correlation for B → D→D(→)
s decays takes into

account the systematic variation due to cross feed in the
branching fraction measurement [53]. Contributions of
hadronic B decays that are not measured are also varied
from 0% to 200% of their estimated branching fraction,
while B → D→D(→)K decays are not considered because
they contribute only a small fraction to the total back-
ground. The total uncertainty from all hadronic B de-
cays is 2.1%, which is the quadratic sum of the individual
sources.

Systematic uncertainties arise from various e”ciency
corrections applied to the signal and normalization chan-

nels. These include the correction of the FEI recon-
struction e”ciency and the e”ciency corrections due to
track reconstruction, lepton and hadron identification, as
well as the low-momentum ω, K0

S , and ω0 reconstruction.
Each of the e”ciency corrections is varied by±1ε and the
resulting di#erences in the PDF shapes are determined.
The systematic uncertainty is 2.0%, which is obtained by
adding these di#erences in quadrature.

The KDE smooths the template histograms using a
user-specified width scale factor for local densities. The
PDF shape depends on the assigned value of this scale
factor. To determine the systematic uncertainty associ-
ated with the KDE, the PDFs after the KDE are fit to
simplified simulated experiments where KDE is not ap-
plied. The fit is repeated for 1000 simplified simulated
experiments, and the observed shift in the !R(D→) dis-
tribution is taken as the systematic uncertainty of +2.0%

↑0.8%.

The form factors for the semileptonic B decay models
used in the simulation impact the distributions of kine-
matic quantities, such as q2, and thus the PDF shapes
in the final fit. To determine the associated systematic
uncertainty, the 1ε uncertainties on the weights used for
the form factor weighting are employed to construct co-
variance matrices for each signal D→ decay and each cat-
egory of semileptonic B decays. An alternative PDF is
then constructed by random sampling from the resulting
covariance matrices. The varied PDF is used in an al-
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Figure 7. Correlation matrix of the fit parameters in the
extraction of R(D→). The axes are identification numbers of
these parameters that refer to Table VI.

ternative R(D→) fit to determine !R(D→). A systematic
uncertainty of +0.5%

↑0.1% is assigned.
There is a small peaking component in the !MD→ dis-

tribution of the fake D→ candidate contribution. More
than 90% of this peaking component comes from incor-
rectly reconstructed B → D→ω↑εω events. The main
sources of misreconstruction are incorrect assignment of
the charged low-momentum pion and D meson misrecon-
struction due to the inclusion of photon candidates from
beam-induced background or hadronic split-o” showers.
The first source is expected to cancel in the R(D→) ratio.
The second source may not be well modeled by simula-
tion and thus results in a systematic uncertainty. We
vary the normalization of the peaking background con-
tribution, where ϑ0 daughters of the D meson are misre-
constructed, from 0% to 200%, and assign the resulting
shift in R(D→), 0.4%, as the corresponding systematic
uncertainty.

The uncertainties in the branching fractions of lep-
tonic ϖ decays can induce changes in R(D→) due to vari-
ations in signal e#ciency. We repeatedly fluctuate the
branching fractions 1000 times, using a Gaussian func-
tion with a standard deviation equal to their known un-
certainties [32]. The standard deviation of the resulting
!R(D→) distributions, amounting to 0.2%, is assigned as
a systematic uncertainty.

Finally, we account for the systematic uncertainties
induced by the R(D→) fit. The fit bias is ↑0.1% at
R(D→) = 0.262 using the linearity function of Eq. 11.
Furthermore, there is a discrepancy observed between
data and simulation in the range 1.8 < EECL < 2.0 GeV.
When this range is excluded, the p-value for the goodness

of fit used in the R(D→) extraction increases from 4.4%
to 14.4%. Reducing the fit range results in a +0.1% shift
of the fitted R(D→). The systematic uncertainty is de-
termined by a quadratic sum of these two contributions,
yielding +0.1%

↑0.1%.

Table VIII. Summary of systematic uncertainties on R(D→).

Source Uncertainty

PDF shapes +9.1%
↑8.3%

Simulation sample size +7.5%
↑7.5%

B → D→→ω↑εω branching fractions +4.8%
↑3.5%

Fixed backgrounds +2.7%
↑2.3%

Hadronic B decay branching fractions +2.1%
↑2.1%

Reconstruction e!ciency +2.0%
↑2.0%

Kernel density estimation +2.0%
↑0.8%

Form factors +0.5%
↑0.1%

Peaking background in ”MD→ +0.4%
↑0.4%

ϑ↑ → ω↑εε ε̄ω branching fractions +0.2%
↑0.2%

R(D→) fit method +0.1%
↑0.1%

Total systematic uncertainty +13.5%
↑12.3%

IX. DISCUSSION AND CONCLUSION

We present a measurement of R(D→) = B(B →

D→ϖ↑εε )/B(B → D→ω↑εω) using 189 fb↑1 of electron-
positron collision data recorded at the $(4S) resonance
by the Belle II detector. A tag B meson is fully recon-
structed in a hadronic decay, and and the partner signal
decay is reconstructed as B → D→ϖ↑εε using leptonic ϖ
decays. We find

R(D→) = 0.262 +0.041
↑0.039(stat)

+0.035
↑0.032(syst), (15)

where the first uncertainty is statistical and the sec-
ond uncertainty is systematic. This is the first R(D→)
measurement from the Belle II experiment. The statis-
tical uncertainty of this measurement, +15.7%

↑14.7%, is com-
parable in precision to the corresponding Belle result
(13.0%) [12], despite being based on a much smaller data
sample (189 fb↑1 compared to 711 fb↑1). This improved
sensitivity is due to the use of a new B tagging algorithm
and an optimized selection. The Belle II R(D→) result is
consistent with the current world average of these mea-
surements and with SM predictions [2], [54].
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tion with a standard deviation equal to their known un-
certainties [32]. The standard deviation of the resulting
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events to train the classifiers discussed in Section VB,
we choose a less restrictive requirement, | cos ✓BY| < 1.6.
Additionally, we perform vertex fits [37] to the hadron
and lepton candidates and require that they converge.

B. Missing momentum reconstruction

We estimate the momentum of the signal neutrino by
attributing the sum of the remaining tracks and elec-
tromagnetic energy depositions (clusters) in the event,
called the rest of event (ROE), to the partner B. From
energy and momentum conservation, we construct the
missing four-momentum in the c.m. frame,

(E⇤
miss

, ~p
⇤
miss

) = (E⇤
⌥(4S)

, ~p
⇤
⌥(4S)

)�
 
X

i

E
⇤
i ,

X

i

~p
⇤
i

!
,

(9)
where E

⇤
i and ~p

⇤
i correspond to the c.m. energy and mo-

mentum of the ith track or cluster in the event, respec-
tively. We determine E

⇤
i using the momentum derived

from the reconstructed track and select the mass hy-
pothesis ↵ with the highest value of the likelihood ra-
tio R↵. We attribute the missing four-momentum to the
signal neutrino, with momentum ~p

⇤
⌫ = ~p

⇤
miss

, and energy,
E

⇤
⌫ = |~p ⇤

⌫ | = |~p ⇤
miss

|. Taking the magnitude of ~p
⇤
miss

,
instead of E

⇤
miss

, to approximate the neutrino energy,
leads to an improvement in resolution of 15%. While
reconstruction losses add up linearly in the calculation of
E

⇤
miss

, this is not the case for the vector sum calculation
of ~p ⇤

miss
.

Since all reconstructed tracks and clusters contribute
to the resolution of the neutrino momentum estimation,
obtaining an ROE as pure and complete as possible is
critical. To reduce the impact of clusters from beam-
induced backgrounds, acceptance losses, or other e↵ects,
we impose quality requirements for objects to be included
in the ROE. We only consider clusters that are within
the CDC acceptance with energies in the forward, bar-
rel, and backward directions greater than 0.060, 0.050,
and 0.075 GeV, respectively. We require that the clus-
ters contain more than one calorimeter crystal and are
detected within 200 ns of the collision time, which is ap-
proximately five times the mean timing resolution of the
calorimeter. In addition to removing background parti-
cles from the ROE, we must account for particles that
escape undetected. To reduce the impact of events with
undetected particles, we require that the polar angle of
the missing momentum in the laboratory frame ✓miss is
within the CDC acceptance.

C. Signal extraction variables

We reconstruct q2 from Equation 1, and thus need to
estimate the B momentum vector. One existing method,
called the Diamond Frame [38], takes the weighted aver-
age of four possible ~p

⇤
B vectors uniformly distributed in

azimuthal angle on the cone defined by cos ✓BY, weight-
ing by the sin2 ✓B distribution, which expresses the prior
probability of the B flight direction in ⌥ (4S) decays with
respect to the electron-positron beam axis. A second
method, called the ROE method [39], assumes the sig-
nal B momentum vector to be the vector on the cos ✓BY

cone that is closest to antiparallel to the ROE momentum
vector ~p ⇤

ROE
. There is a third method [40] that combines

these two by multiplying the Diamond Frame weights by
1

2
(1� p̂

⇤
B · p̂ ⇤

ROE
) and averaging over ten vectors uniformly

distributed on the cone, where p̂
⇤
B and p̂

⇤
ROE

denote the
unit vectors of ~p ⇤

B and ~p
⇤
ROE

, respectively. We adopt this
combined method because, in simulation, it assigns re-
constructed signal candidates to the correct q2 bin more
often than other methods do, leading to a reduction in
the bin migrations of up to 2%. The resolutions in q

2 de-
crease with increasing q

2 and vary from 0.09–0.60 GeV2

in the B
0 ! ⇡

�
`
+
⌫` mode, and from 0.16–0.84 GeV2 in

the B
+ ! ⇢

0
`
+
⌫` mode.

We divide B candidates into 13 reconstructed q
2 bins

in the B0 ! ⇡
�
`
+
⌫` mode and into 10 bins in the B+ !

⇢
0
`
+
⌫` mode. The lowest bin boundary is at zero, and

the first 12 (9) bins have uniform bin widths of 2 GeV2

in the B
0 ! ⇡

�
`
+
⌫` (B+ ! ⇢

0
`
+
⌫`) mode. The last

bins extend to the kinematic limits of 26.4 GeV2 in the
B

0 ! ⇡
�
`
+
⌫` mode and 20.3 GeV2 in the B

+ ! ⇢
0
`
+
⌫`

mode. The following are the labels and bin edges for the
q
2 bins: q1 : q2 2 [0, 2], q2 : [2, 4], q3 : [4, 6], q4 : [6, 8],
q5 : [8, 10], q6 : [10, 12], q7 : [12, 14], q8 : [14, 16], q9 :
[16, 18], q10 : [18, 20(20.3)], q11 : [20, 22], q12 : [22, 24],
q13 : [24, 26.4] GeV2.

Two additional variables that test the kinematic con-
sistency of a candidate with a signal B decay using ROE
information are the beam-constrained mass, defined as

Mbc =
q
E

⇤2
beam

� |~p ⇤
B |2 =

s✓p
s

2

◆2

� |~p ⇤
B |2 (10)

and the energy di↵erence, defined as

�E = E
⇤
B � E

⇤
beam

= E
⇤
B �

p
s

2
, (11)

where E⇤
beam

, E⇤
B and ~p

⇤
B are the single-beam energy, the

reconstructed B energy, and the reconstructed B mo-
mentum, all determined in the ⌥ (4S) rest frame, respec-
tively. The reconstructed B energy (momentum) is given
by the sum of the reconstructed energies (momenta) of
the signal lepton and hadron candidates and the in-
ferred neutrino energy (momentum) described above. We
define a fit region in �E and Mbc, corresponding to
�0.95 < �E < 1.25 GeV and 5.095 < Mbc < 5.295 GeV.
This region is enriched in signal, but at the same time
includes background-enhanced regions to allow su�cient
discrimination between signal and background.
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signal neutrino, with momentum ~p

⇤
⌫ = ~p

⇤
miss

, and energy,
E

⇤
⌫ = |~p ⇤

⌫ | = |~p ⇤
miss

|. Taking the magnitude of ~p
⇤
miss

,
instead of E

⇤
miss

, to approximate the neutrino energy,
leads to an improvement in resolution of 15%. While
reconstruction losses add up linearly in the calculation of
E

⇤
miss

, this is not the case for the vector sum calculation
of ~p ⇤

miss
.

Since all reconstructed tracks and clusters contribute
to the resolution of the neutrino momentum estimation,
obtaining an ROE as pure and complete as possible is
critical. To reduce the impact of clusters from beam-
induced backgrounds, acceptance losses, or other e↵ects,
we impose quality requirements for objects to be included
in the ROE. We only consider clusters that are within
the CDC acceptance with energies in the forward, bar-
rel, and backward directions greater than 0.060, 0.050,
and 0.075 GeV, respectively. We require that the clus-
ters contain more than one calorimeter crystal and are
detected within 200 ns of the collision time, which is ap-
proximately five times the mean timing resolution of the
calorimeter. In addition to removing background parti-
cles from the ROE, we must account for particles that
escape undetected. To reduce the impact of events with
undetected particles, we require that the polar angle of
the missing momentum in the laboratory frame ✓miss is
within the CDC acceptance.

C. Signal extraction variables

We reconstruct q2 from Equation 1, and thus need to
estimate the B momentum vector. One existing method,
called the Diamond Frame [38], takes the weighted aver-
age of four possible ~p

⇤
B vectors uniformly distributed in

azimuthal angle on the cone defined by cos ✓BY, weight-
ing by the sin2 ✓B distribution, which expresses the prior
probability of the B flight direction in ⌥ (4S) decays with
respect to the electron-positron beam axis. A second
method, called the ROE method [39], assumes the sig-
nal B momentum vector to be the vector on the cos ✓BY

cone that is closest to antiparallel to the ROE momentum
vector ~p ⇤

ROE
. There is a third method [40] that combines

these two by multiplying the Diamond Frame weights by
1

2
(1� p̂

⇤
B · p̂ ⇤

ROE
) and averaging over ten vectors uniformly

distributed on the cone, where p̂
⇤
B and p̂

⇤
ROE

denote the
unit vectors of ~p ⇤

B and ~p
⇤
ROE

, respectively. We adopt this
combined method because, in simulation, it assigns re-
constructed signal candidates to the correct q2 bin more
often than other methods do, leading to a reduction in
the bin migrations of up to 2%. The resolutions in q

2 de-
crease with increasing q

2 and vary from 0.09–0.60 GeV2

in the B
0 ! ⇡

�
`
+
⌫` mode, and from 0.16–0.84 GeV2 in

the B
+ ! ⇢

0
`
+
⌫` mode.

We divide B candidates into 13 reconstructed q
2 bins

in the B0 ! ⇡
�
`
+
⌫` mode and into 10 bins in the B+ !

⇢
0
`
+
⌫` mode. The lowest bin boundary is at zero, and

the first 12 (9) bins have uniform bin widths of 2 GeV2

in the B
0 ! ⇡

�
`
+
⌫` (B+ ! ⇢

0
`
+
⌫`) mode. The last

bins extend to the kinematic limits of 26.4 GeV2 in the
B

0 ! ⇡
�
`
+
⌫` mode and 20.3 GeV2 in the B

+ ! ⇢
0
`
+
⌫`

mode. The following are the labels and bin edges for the
q
2 bins: q1 : q2 2 [0, 2], q2 : [2, 4], q3 : [4, 6], q4 : [6, 8],
q5 : [8, 10], q6 : [10, 12], q7 : [12, 14], q8 : [14, 16], q9 :
[16, 18], q10 : [18, 20(20.3)], q11 : [20, 22], q12 : [22, 24],
q13 : [24, 26.4] GeV2.

Two additional variables that test the kinematic con-
sistency of a candidate with a signal B decay using ROE
information are the beam-constrained mass, defined as

Mbc =
q
E

⇤2
beam

� |~p ⇤
B |2 =

s✓p
s

2

◆2

� |~p ⇤
B |2 (10)

and the energy di↵erence, defined as

�E = E
⇤
B � E

⇤
beam

= E
⇤
B �

p
s

2
, (11)

where E⇤
beam

, E⇤
B and ~p

⇤
B are the single-beam energy, the

reconstructed B energy, and the reconstructed B mo-
mentum, all determined in the ⌥ (4S) rest frame, respec-
tively. The reconstructed B energy (momentum) is given
by the sum of the reconstructed energies (momenta) of
the signal lepton and hadron candidates and the in-
ferred neutrino energy (momentum) described above. We
define a fit region in �E and Mbc, corresponding to
�0.95 < �E < 1.25 GeV and 5.095 < Mbc < 5.295 GeV.
This region is enriched in signal, but at the same time
includes background-enhanced regions to allow su�cient
discrimination between signal and background.

10

Figure 2: Distributions of �E (top) and Mbc (bottom) in the q
2 bins for B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

candidates reconstructed in Belle II data with fit projections overlaid. The di↵erence between collision and
simulated data divided by the collision data uncertainty is shown in the panels below the histograms. The
boundaries of the q

2 bins are provided in the text above.

Projection of 2D bins:

Prel. 

π ρ
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Figure 3: Measured partial branching fractions as a function of q2 for B0 ! ⇡
�
`
+
⌫` (a,b) and B

+ ! ⇢
0
`
+
⌫` (c).

The fitted di↵erential rates are shown together with the one, two, and three standard-deviation uncertainty bands
for fits using constraints on the form factors from (a) LQCD, (b) LQCD and LCSR, and (c) LCSR predictions.

Table VI: Measured central values of |Vub| and the BCL
form-factor coe�cients with total uncertainties from the
fits to the B

0 ! ⇡
�
`
+
⌫` spectrum.

B0 ! ⇡�`+⌫`
LQCD LQCD + LCSR

|Vub| (10�3) 3.93 ± 0.25 3.73 ± 0.19

f+(q
2)

b+0 0.42 ± 0.02 0.45 ± 0.02
b+1 �0.52 ± 0.05 �0.52 ± 0.05
b+2 �0.81 ± 0.21 �1.02 ± 0.18

f0(q
2)

b00 0.02 ± 0.25 0.59 ± 0.02
b01 �1.43 ± 0.08 �1.39 ± 0.07

�2/ndf 8.39/7 8.36/7

for A1(q2), A2(q2), and V (q2). The �
2

LCSR
term for the

fit to the measured B
+ ! ⇢

0
`
+
⌫` q

2 spectrum takes the
form:

�
2

LCSR
=

6X

k,l=1

(bk � b
LCSR

k )C�1

LCSR,kl(bl � b
LCSR

l ), (17)

where b
LCSR

k are the constraints on the coe�cients and
C

�1

LCSR,kl is the corresponding inverse covariance matrix
predicted by LCSR calculations. In the evaluation of the
inverse Blaschke factors for the expansion of A1(q2) and
A2(q2) in Equation 7, mR takes the value of 5.724 GeV,
while it is 5.325 GeV for the expansion of V (q2) [6]. The
|Vub| result obtained from B

+ ! ⇢
0
`
+
⌫` using LCSR

constraints is:

|Vub|B!⇢`⌫` = (3.19± 0.12± 0.17± 0.26)⇥ 10�3.

The measured central values of |Vub| and the BSZ form-
factor coe�cients from the fit to the B

+ ! ⇢
0
`
+
⌫`

spectrum are provided in Table VII. The full correla-
tion matrix corresponding to these values is provided
in Table XIII in Appendix A. Fig. 3 shows the mea-
sured and fitted di↵erential rates of B0 ! ⇡

�
`
+
⌫` and

Table VII: Measured central values of |Vub| and the BSZ
form-factor coe�cients with total uncertainties from the
fit to the B

+ ! ⇢
0
`
+
⌫` spectrum.

B+ ! ⇢0`+⌫`
LCSR

|Vub| (10�3) 3.19 ± 0.33

A1(q
2)

bA1
0 0.27 ± 0.03
bA1
1 0.34 ± 0.13

A2(q
2)

bA2
0 0.29 ± 0.03
bA2
1 0.66 ± 0.17

V (q2)
bV0 0.33 ± 0.03
bV1 �0.93 ± 0.17

�2/ndf 3.85/3

B
+ ! ⇢

0
`
+
⌫`, as well as the one, two, and three

standard-deviation uncertainty bands from the fits.

The |Vub| results obtained from B
0 ! ⇡

�
`
+
⌫` are con-

sistent with previous exclusive measurements [3]. The
result obtained from B

+ ! ⇢
0
`
+
⌫` is lower, but consis-

tent with previous |Vub| determinations from B ! ⇢`⌫`

decays [34]. The �2 per degree of freedom for the fits vary
from 1.19 to 1.28, and are provided in Tables VI and VII
for B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`, respectively. The

extracted central values of |Vub| and the coe�cients, with
the corresponding full covariance matrices, for the fits to
the B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` spectra will be pro-

vided on HEPData. We confirm the stability of the |Vub|
results by repeating the fits using di↵erent q2 cut-o↵ val-
ues. The results are presented in Fig. 4 in Appendix B.

The fractional uncertainties on the |Vub| results from
various sources of systematic uncertainty are shown in
Table VIII. For both B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

the largest contribution to the systematic uncertainty
comes from the limited o↵-resonance data sample. In
addition, for B

+ ! ⇢
0
`
+
⌫` the systematic uncertainty

from nonresonant B ! ⇡⇡`⌫` is significant.

LQCD
π
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Figure 3: Measured partial branching fractions as a function of q2 for B0 ! ⇡
�
`
+
⌫` (a,b) and B

+ ! ⇢
0
`
+
⌫` (c).

The fitted di↵erential rates are shown together with the one, two, and three standard-deviation uncertainty bands
for fits using constraints on the form factors from (a) LQCD, (b) LQCD and LCSR, and (c) LCSR predictions.

Table VI: Measured central values of |Vub| and the BCL
form-factor coe�cients with total uncertainties from the
fits to the B

0 ! ⇡
�
`
+
⌫` spectrum.

B0 ! ⇡�`+⌫`
LQCD LQCD + LCSR

|Vub| (10�3) 3.93 ± 0.25 3.73 ± 0.19

f+(q
2)

b+0 0.42 ± 0.02 0.45 ± 0.02
b+1 �0.52 ± 0.05 �0.52 ± 0.05
b+2 �0.81 ± 0.21 �1.02 ± 0.18

f0(q
2)

b00 0.02 ± 0.25 0.59 ± 0.02
b01 �1.43 ± 0.08 �1.39 ± 0.07

�2/ndf 8.39/7 8.36/7

for A1(q2), A2(q2), and V (q2). The �
2

LCSR
term for the

fit to the measured B
+ ! ⇢

0
`
+
⌫` q

2 spectrum takes the
form:

�
2

LCSR
=

6X

k,l=1

(bk � b
LCSR

k )C�1

LCSR,kl(bl � b
LCSR

l ), (17)

where b
LCSR

k are the constraints on the coe�cients and
C

�1

LCSR,kl is the corresponding inverse covariance matrix
predicted by LCSR calculations. In the evaluation of the
inverse Blaschke factors for the expansion of A1(q2) and
A2(q2) in Equation 7, mR takes the value of 5.724 GeV,
while it is 5.325 GeV for the expansion of V (q2) [6]. The
|Vub| result obtained from B

+ ! ⇢
0
`
+
⌫` using LCSR

constraints is:

|Vub|B!⇢`⌫` = (3.19± 0.12± 0.17± 0.26)⇥ 10�3.

The measured central values of |Vub| and the BSZ form-
factor coe�cients from the fit to the B

+ ! ⇢
0
`
+
⌫`

spectrum are provided in Table VII. The full correla-
tion matrix corresponding to these values is provided
in Table XIII in Appendix A. Fig. 3 shows the mea-
sured and fitted di↵erential rates of B0 ! ⇡

�
`
+
⌫` and

Table VII: Measured central values of |Vub| and the BSZ
form-factor coe�cients with total uncertainties from the
fit to the B

+ ! ⇢
0
`
+
⌫` spectrum.

B+ ! ⇢0`+⌫`
LCSR

|Vub| (10�3) 3.19 ± 0.33

A1(q
2)

bA1
0 0.27 ± 0.03
bA1
1 0.34 ± 0.13

A2(q
2)

bA2
0 0.29 ± 0.03
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1 0.66 ± 0.17

V (q2)
bV0 0.33 ± 0.03
bV1 �0.93 ± 0.17
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B
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0
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+
⌫`, as well as the one, two, and three

standard-deviation uncertainty bands from the fits.

The |Vub| results obtained from B
0 ! ⇡

�
`
+
⌫` are con-

sistent with previous exclusive measurements [3]. The
result obtained from B

+ ! ⇢
0
`
+
⌫` is lower, but consis-

tent with previous |Vub| determinations from B ! ⇢`⌫`

decays [34]. The �2 per degree of freedom for the fits vary
from 1.19 to 1.28, and are provided in Tables VI and VII
for B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`, respectively. The

extracted central values of |Vub| and the coe�cients, with
the corresponding full covariance matrices, for the fits to
the B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` spectra will be pro-

vided on HEPData. We confirm the stability of the |Vub|
results by repeating the fits using di↵erent q2 cut-o↵ val-
ues. The results are presented in Fig. 4 in Appendix B.

The fractional uncertainties on the |Vub| results from
various sources of systematic uncertainty are shown in
Table VIII. For both B

0 ! ⇡
�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

the largest contribution to the systematic uncertainty
comes from the limited o↵-resonance data sample. In
addition, for B

+ ! ⇢
0
`
+
⌫` the systematic uncertainty

from nonresonant B ! ⇡⇡`⌫` is significant.
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cay D ! K(anything) within its uncertainty as provided367

in Ref. [32] while fixing the total event normalization.368

Our result is in agreement with an average of standard-369

model predictions of 0.223 ± 0.005 [37, 38, 40] but also370

is consistent with a hypothetically enhanced semitauonic371

branching fraction as indicated by the R(D(⇤)) world av-372

erages [44] (cf. Fig. 2). This is the first measurement of373

the tau-to-light-lepton inclusive semileptonic branching374

fraction ratio in B mesons.375

Figure 2: Constraints on R(D(⇤)) from the measured
R(X⌧/`) value (red), as described in the supplemental

material [19], compared to the world average of R(D(⇤))
(blue [11]) and the standard model expectation
(gray/black [11, 44]).
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The resolutions in q
2 achieved by the rest frame assumption, Diamond Frame, ROE

Method and the combined (D + ROE Frame) method explained above are shown in Figure 2.
The ROE method leads to the resolution with the strongest peak, but it also contains long
tails. On the other hand, the Diamond Frame method peaks less strongly, but does not show
long tails. The combined method combines the advantages of both methods. We test this by
fitting Gaussian functions to the resolution peaks. We then choose the smallest fitted width
and test how many events fall within this width for each method. The fraction of events
outside this range for each method is given in the legend of Figure 2. We obtain the smallest
value for the combined method. We therefore choose to employ this method to estimate
q
2 in this analysis. The FWHM of the q

2 resolutions obtained using the combined method
in each q

2 bin are given in Table I. They are all smaller than the momentum transfer bin
widths.

(a)
(b)

FIG. 1: (a) Sketch of the ✓BY cone that is used in the prediction of the B momentum
using the Diamond Frame technique [2]. (b) Outline of the setup of the ROE method.

(a) (b)

FIG. 2: Resolution in q
2 achieved by using the rest frame assumption, the Diamond Frame

technique, the ROE method and the combined method for the (a) B0 ! ⇡
�
`
+
⌫` and (b)

B
+ ! ⇢

0
`
+
⌫` modes.
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 Reconstruction Methodsq2

Can exploit that the B meson lies on a cone, 
whose opening angle is fully determined by 

properties of visible particles:

cos θBY =
2EBEY − m2

B − m2
Y

2 |pB | |pY |

(EB, px
B, py

B, pz
B) = ( s /2, |pB |sin θBY cos ϕ, |pB |sin θBY sin ϕ, |pB |cos θBY)

Can use this to estimate B meson direction 
building a weighted average on the cone

with weights according to  with 
denoting the polar angle 


(following the angular distribution of  )

wi = sin2 θi θ

Υ(4S) → BB̄

One can also combine both estimates

The resolutions in q
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Method and the combined (D + ROE Frame) method explained above are shown in Figure 2.
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tails. On the other hand, the Diamond Frame method peaks less strongly, but does not show
long tails. The combined method combines the advantages of both methods. We test this by
fitting Gaussian functions to the resolution peaks. We then choose the smallest fitted width
and test how many events fall within this width for each method. The fraction of events
outside this range for each method is given in the legend of Figure 2. We obtain the smallest
value for the combined method. We therefore choose to employ this method to estimate
q
2 in this analysis. The FWHM of the q

2 resolutions obtained using the combined method
in each q

2 bin are given in Table I. They are all smaller than the momentum transfer bin
widths.
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FIG. 1: (a) Sketch of the ✓BY cone that is used in the prediction of the B momentum
using the Diamond Frame technique [2]. (b) Outline of the setup of the ROE method.
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Multivariate Sledgehammer

(a) (b)

FIG. 13: ROC curves for the BDTs trained in the q
2 bins for the continuum suppression

BDTs. The areas under the ROC curves are given.

5.2. BB suppression

In some q
2 bins BB background events are the dominating background. This is most

evident towards higher q
2. To reduce this background we train BDTs to separate signal

from BB background events in each of the q
2 bins in a similar fashion to the previously

described continuum suppression BDTs. In order to focus on background events that cannot
be distinguished from signal by the continuum suppression BDTs, we train in the signal-
enriched region of the continuum suppression classifiers (classifier > 0.8). The samples are
built from 1 ab�1 of mixed and charged generic MC and the corresponding amount of signal
MC. The split between test and train samples is 30:70. Here, we also use 11 bins for the
B

+ ! ⇢
0
`
+
⌫` mode. The hyperparameters remain unchanged.

The possible variables used in the training include the event shape variables, as well
as kinematic variables related to the signal side and the ROE side. From the set of well-
modelled variables we select the ten with the highest feature importance. We also check that
they are not strongly correlated with q

2 or the signal extraction variables. The resulting
variables are shown in Figure 16. This list includes cos ✓BY and ✓miss, nCleanedTracks, �2

Fit
,

and pROE. In addition, cos ✓XY

p,pi
and cos ✓p,pi are the cosines of the angles between the signal

B momentum vector and the vector connecting its fitted vertex to the interaction point in
the plane parallel and perpendicular to the beam axis, respectively.

The helicity angles cos ✓W ` and, additionallly for the B
+ ! ⇢

0
`
+
⌫` mode, cos ✓v also

provide separation power.
The ROC curves for all q2 bins are shown in Figure 17. The areas under the ROC curves

are lower than those of the continuum suppression BDTs. The same performance checks as
with the continuum suppression BDTs were performed here. No overtraining was observed.
The BB ouput classifier distributions in MC for the B0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫` modes

are shown in Figure 18 and Figure 19, respectively.

23

π ρ
ROC curves: 

(a) (b)

FIG. 17: ROC curves for the BDTs trained in the q
2 bins for the BB suppression BDTs.

The areas under the ROC curves are given.

0.862, 0.862, 0.857, 0.840, 0.912, 0.961) and BB suppression classifier values greater than:
(0.462, 0.490, 0.462, 0.528, 0.612, 0.687, 0.697, 0.706, 0.640, 0.631, 0.612, 0.547, 0.575),
from lowest to highest q

2 bin. The continuum suppression classifier thresholds for B
+ !

⇢
0
`
+
⌫` events are (0.983, 0.950, 0.945, 0.901, 0.901, 0.851, 0.829, 0.923, 0.934, 0.945, 0.950)

and (0.647, 0.592, 0.647, 0.691, 0.758, 0.769, 0.824, 0.857, 0.857, 0.868, 0.846) for the BB

suppression classifier.The signal e�ciencies for each q
2 bin are shown in Figure 20.
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FIG. 14: MC distributions of the continuum suppression BDT output classifiers in MC in
the q

2 bins for the B
0 ! ⇡

�
`
+
⌫` mode.

5.3. Classifier selection

The 2D-selection on the BDT output classifiers is performed separately for each q
2 bin

and chosen to obtain the highest FOM:

FOM =
Nsigp

Nsig +Nbkg

, (9)

where Nsig and Nbkg are the number of signal and background events. This is a measure
of the statistical signal significance. We select B0 ! ⇡

�
`
+
⌫` events with output continuum

suppression classifier values greater than: (0.972, 0.928, 0.890, 0.890, 0.912, 0.923, 0.890,

24

Optimize selection

For each bin 
maximizing FOM
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PreliminaryPreliminary
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FIG. 17: ROC curves for the BDTs trained in the q
2 bins for the BB suppression BDTs.

The areas under the ROC curves are given.
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FIG. 14: MC distributions of the continuum suppression BDT output classifiers in MC in
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⌫` mode.

5.3. Classifier selection

The 2D-selection on the BDT output classifiers is performed separately for each q
2 bin

and chosen to obtain the highest FOM:

FOM =
Nsigp

Nsig +Nbkg

, (9)

where Nsig and Nbkg are the number of signal and background events. This is a measure
of the statistical signal significance. We select B0 ! ⇡
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⌫` events with output continuum

suppression classifier values greater than: (0.972, 0.928, 0.890, 0.890, 0.912, 0.923, 0.890,

24

Optimize selection

For each bin 
maximizing FOM (a) (b)

(c) (d)

FIG. 20: E�ciencies for each q
2 bin for signal, combinatorial signal and the sum of the two

(total signal) for the continuum suppression classifier selection (top) and the BB

suppression classifier selection (bottom).
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FIG. 20: E�ciencies for each q
2 bin for signal, combinatorial signal and the sum of the two

(total signal) for the continuum suppression classifier selection (top) and the BB

suppression classifier selection (bottom).
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Figure 1: Distributions of �E (left) and Mbc (right) reconstructed in Belle II data integrated over the q
2 bins for

B
0 ! ⇡

�
`
+
⌫` decays (top) and B

+ ! ⇢
0
`
+
⌫` decays (bottom) with expected distributions from simulation overlaid.

The simulated samples are weighted according to luminosity. The hatched areas include statistical and systematic
uncertainties on the simulated distributions, discussed in Section VII. The expected signal distributions (scaled by a
factor two) are also shown. The panels below the histograms show the di↵erence between collision and simulated
data divided by the combined uncertainty.

The likelihood to be maximized is

L(~S, ~B ) =
Y

l

Poisson(Nl|
X

j

Slj +
X

k

Blk), (12)

where Nl is the observed number of events in bin l, ~S and
~B are the vectors of signal and background templates,
respectively, Slj is the number of events in bin l of signal
fit template j, and Blk is the number of events in bin l

of background fit template k.

B. Fit results

The fit projections of �E and Mbc in each q
2 bin are

shown in Fig. 2 for the B
0 ! ⇡

�
`
+
⌫` and B

+ ! ⇢
0
`
+
⌫`

modes. The �
2 per degree of freedom of the fit is

468.5/429 = 1.09. The correlations between the com-

ponent yields are all smaller than 0.75. The highest ob-
served correlations occur between the B ! Xc`⌫` and
BB background yields in the B

+ ! ⇢
0
`
+
⌫` mode. In

the higher q
2 bins, the signal scale factor becomes in-

creasingly correlated to the B ! Xu`⌫` scale factor.

Using the expected number of signal events from sim-
ulation, the fitted signal scale factors, and the signal
strengths, we obtain the signal yields in each true q2 bin,
corresponding to the number of true and combinatorial
signal events. The signal yields with statistical and sys-
tematic uncertainties are given in Table II. The sources of
systematic uncertainty and their estimation is described
in Section VII.

The partial branching fraction in true q
2 bin i is cal-

culated using the signal yield, Ni, and the corresponding
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2 bin i is cal-

culated using the signal yield, Ni, and the corresponding

 (Signal)π+

Xc

Continuum

Other Xu
Xc

Continuum

 (Signal)ρ

Other Xu

Other Xu

Xc

Continuum

 (Signal)π+

 (Signal)ρ

Other Xu

Xc

Continuum

6

events to train the classifiers discussed in Section VB,
we choose a less restrictive requirement, | cos ✓BY| < 1.6.
Additionally, we perform vertex fits [37] to the hadron
and lepton candidates and require that they converge.

B. Missing momentum reconstruction

We estimate the momentum of the signal neutrino by
attributing the sum of the remaining tracks and elec-
tromagnetic energy depositions (clusters) in the event,
called the rest of event (ROE), to the partner B. From
energy and momentum conservation, we construct the
missing four-momentum in the c.m. frame,

(E⇤
miss

, ~p
⇤
miss

) = (E⇤
⌥(4S)
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⌥(4S)
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E
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X
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where E

⇤
i and ~p

⇤
i correspond to the c.m. energy and mo-

mentum of the ith track or cluster in the event, respec-
tively. We determine E

⇤
i using the momentum derived

from the reconstructed track and select the mass hy-
pothesis ↵ with the highest value of the likelihood ra-
tio R↵. We attribute the missing four-momentum to the
signal neutrino, with momentum ~p

⇤
⌫ = ~p

⇤
miss

, and energy,
E

⇤
⌫ = |~p ⇤

⌫ | = |~p ⇤
miss

|. Taking the magnitude of ~p
⇤
miss

,
instead of E

⇤
miss

, to approximate the neutrino energy,
leads to an improvement in resolution of 15%. While
reconstruction losses add up linearly in the calculation of
E

⇤
miss

, this is not the case for the vector sum calculation
of ~p ⇤

miss
.

Since all reconstructed tracks and clusters contribute
to the resolution of the neutrino momentum estimation,
obtaining an ROE as pure and complete as possible is
critical. To reduce the impact of clusters from beam-
induced backgrounds, acceptance losses, or other e↵ects,
we impose quality requirements for objects to be included
in the ROE. We only consider clusters that are within
the CDC acceptance with energies in the forward, bar-
rel, and backward directions greater than 0.060, 0.050,
and 0.075 GeV, respectively. We require that the clus-
ters contain more than one calorimeter crystal and are
detected within 200 ns of the collision time, which is ap-
proximately five times the mean timing resolution of the
calorimeter. In addition to removing background parti-
cles from the ROE, we must account for particles that
escape undetected. To reduce the impact of events with
undetected particles, we require that the polar angle of
the missing momentum in the laboratory frame ✓miss is
within the CDC acceptance.

C. Signal extraction variables

We reconstruct q2 from Equation 1, and thus need to
estimate the B momentum vector. One existing method,
called the Diamond Frame [38], takes the weighted aver-
age of four possible ~p

⇤
B vectors uniformly distributed in

azimuthal angle on the cone defined by cos ✓BY, weight-
ing by the sin2 ✓B distribution, which expresses the prior
probability of the B flight direction in ⌥ (4S) decays with
respect to the electron-positron beam axis. A second
method, called the ROE method [39], assumes the sig-
nal B momentum vector to be the vector on the cos ✓BY

cone that is closest to antiparallel to the ROE momentum
vector ~p ⇤

ROE
. There is a third method [40] that combines

these two by multiplying the Diamond Frame weights by
1

2
(1� p̂

⇤
B · p̂ ⇤

ROE
) and averaging over ten vectors uniformly

distributed on the cone, where p̂
⇤
B and p̂

⇤
ROE

denote the
unit vectors of ~p ⇤

B and ~p
⇤
ROE

, respectively. We adopt this
combined method because, in simulation, it assigns re-
constructed signal candidates to the correct q2 bin more
often than other methods do, leading to a reduction in
the bin migrations of up to 2%. The resolutions in q

2 de-
crease with increasing q

2 and vary from 0.09–0.60 GeV2

in the B
0 ! ⇡

�
`
+
⌫` mode, and from 0.16–0.84 GeV2 in

the B
+ ! ⇢

0
`
+
⌫` mode.

We divide B candidates into 13 reconstructed q
2 bins

in the B0 ! ⇡
�
`
+
⌫` mode and into 10 bins in the B+ !

⇢
0
`
+
⌫` mode. The lowest bin boundary is at zero, and

the first 12 (9) bins have uniform bin widths of 2 GeV2

in the B
0 ! ⇡

�
`
+
⌫` (B+ ! ⇢

0
`
+
⌫`) mode. The last

bins extend to the kinematic limits of 26.4 GeV2 in the
B

0 ! ⇡
�
`
+
⌫` mode and 20.3 GeV2 in the B

+ ! ⇢
0
`
+
⌫`

mode. The following are the labels and bin edges for the
q
2 bins: q1 : q2 2 [0, 2], q2 : [2, 4], q3 : [4, 6], q4 : [6, 8],
q5 : [8, 10], q6 : [10, 12], q7 : [12, 14], q8 : [14, 16], q9 :
[16, 18], q10 : [18, 20(20.3)], q11 : [20, 22], q12 : [22, 24],
q13 : [24, 26.4] GeV2.

Two additional variables that test the kinematic con-
sistency of a candidate with a signal B decay using ROE
information are the beam-constrained mass, defined as

Mbc =
q
E

⇤2
beam

� |~p ⇤
B |2 =

s✓p
s

2

◆2

� |~p ⇤
B |2 (10)

and the energy di↵erence, defined as

�E = E
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B � E

⇤
beam

= E
⇤
B �

p
s

2
, (11)

where E⇤
beam

, E⇤
B and ~p

⇤
B are the single-beam energy, the

reconstructed B energy, and the reconstructed B mo-
mentum, all determined in the ⌥ (4S) rest frame, respec-
tively. The reconstructed B energy (momentum) is given
by the sum of the reconstructed energies (momenta) of
the signal lepton and hadron candidates and the in-
ferred neutrino energy (momentum) described above. We
define a fit region in �E and Mbc, corresponding to
�0.95 < �E < 1.25 GeV and 5.095 < Mbc < 5.295 GeV.
This region is enriched in signal, but at the same time
includes background-enhanced regions to allow su�cient
discrimination between signal and background.
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A. B ! Xu `+ ⌫` HYBRID MC DETAILS

Figure 13 shows the generator level hybrid B ! Xu `+ ⌫` signal sample for EB
` , MX , and q2 described in Section II.

FIG. 13. The generator level B ! Xu `+ ⌫` distributions EB
` , MX , and q2 for neutral (left) and charged (right) B mesons are

shown. The black histogram shows the merged hybrid model, composed of resonant and non-resonant contributions. For more
details on the used models and how the hybrid B ! Xu `+ ⌫` signal sample is constructed, see Section II.

B. INPUT VARIABLES OF B ! Xc`⌫̄` SUPPRESSION BDT

The shapes of the variables used in the B ! Xc `+ ⌫` background suppression BDT are shown in Figures 14 and
17. The most discriminating variables are M2

miss, the Bsig vertex fit probability, and M2
miss,D

⇤ . Figures 15, 16 and
18 show the agreement between recorded and simulated events, taking into account the full uncertainties detailed in
Section V. More details about the BDT can be found in Section III C.

Going Hybrid : MC for B → Xuℓν̄ℓ

Measurement of Di↵erential Branching Fractions of Inclusive B ! Xu `+ ⌫` Decays1

L. Cao,1, ⇤ W. Sutcli↵e,1 R. Van Tonder,1 and F. U. Bernlochner1, †2

1
Physikalisches Institut der Rheinischen Friedrich-Wilhelms-Universität Bonn,3

53115 Bonn, Germany4

(Dated: July 6, 2021)5

Measurements of di↵erential branching fractions of inclusive semileptonic B ! Xu `+ ⌫` decays are
performed using the full Belle data set of 711 fb�1 of integrated luminosity at the ⌥(4S) resonance
and for ` = e, µ. Di↵erential branching fractions are reported as a function of the lepton momentum,
the four-momentum-transfer squared, light-cone momenta, the hadronic mass, and the hadronic
mass squared. They are obtained by subtracting the backgrounds from semileptonic B ! Xc `

+ ⌫`
and other decays, and corrected for resolution and acceptance e↵ects. The measured distributions
are compared to predictions from inclusive and hybrid B ! Xu `+ ⌫` calculations.

PACS numbers: 12.15.Hh, 13.20.-v, 14.40.Nd6

In this letter we present measurements of the dif-7

ferential branching fractions of inclusive semileptonic8

B ! Xu `+ ⌫` decays1, obtained from analyzing the full9

Belle data set of 711 fb�1 of integrated luminosity at10

the ⌥(4S) resonance and for ` = e, µ. The measured11

distributions can be used for future studies of the non-12

perturbative decay dynamics of B ! Xu `+ ⌫` transi-13

tions, and novel determinations of the b-quark mass mb14

and of the CKM matrix element |Vub|. The presented15

measurements use the same collision events that were16

analyzed in Ref. [1]. Therein, partial branching frac-17

tions of charmless semileptonic decays were reported us-18

ing an analysis technique relying on the full reconstruc-19

tion of the second B meson of the e+ e� ! ⌥(4S) ! BB̄20

process. This approach allows for the direct reconstruc-21

tion of the four-momentum of the hadronic X system of22

the B ! Xu `+ ⌫` process and other kinematic quanti-23

ties of interest. The analysis strategy of the presented24

measurements follows Ref. [1] closely, but additional se-25

lection criteria are applied to improve the resolution26

of key variables and further suppress backgrounds from27

B ! Xc `+ ⌫` decays and other processes.28

Di↵erential branching fractions are reported as a func-29

tion of the lepton energy in the signal B rest frame EB
` ,30

the invariant mass MX and mass squared M2
X of the31

hadronicX system, the four-momentum-transfer squared32

q2 = (pB � pX)2 of the B to the X system, and the two33

light-cone momenta P± = (EX ⌥ |pX |) with EX and pX34

in the signal B rest frame. Measurements of these distri-35

butions are of great interest as they allow for the study36

of non-perturbative shape functions. Such enter the de-37

scription of the decay dynamics for the B ! Xu `+ ⌫` de-38

cay rate and at leading order describe the Fermi motion39

of the b quark inside the B meson. Currently, properties40

of the leading-order ⇤QCD/mb shape function can only be41

studied using the photon energy spectrum of B ! Xs �42

1
Charge conjugation is implied and B ! Xu `+ ⌫` is defined as

the average branching fraction of B+
and B0

meson decays.

decays and moments of the lepton energy or hadronic43

invariant mass in charmed semileptonic B decays [2–4].44

The modeling of both the leading and subleading shape45

functions introduce large theory uncertainties on predic-46

tions of the B ! Xu `+ ⌫` decay rate, and hence on47

the determination of |Vub|. With the presented di↵eren-48

tial branching fractions, we provide the necessary exper-49

imental input for future model-independent approaches,50

whose aim is to reduce this model dependence by directly51

measuring the shape function [5, 6].52

We analyze (772± 10)⇥ 106 B meson pairs and53

79 fb�1 of collision events recorded 60MeV below the54

⌥(4S) resonance peak, which were both recorded at the55

KEKB accelerator complex [7] by the Belle detector.56

Belle is a large-solid-angle magnetic spectrometer and a57

detailed description of its sub-detectors and performance58

can be found in Ref. [8]. Monte Carlo (MC) samples59

of B meson decays and continuum processes (e+e� ! qq̄60

with q = u, d, s, c) are simulated using the EvtGen genera-61

tor [9] and a detailed description of all samples and mod-6263

TABLE I. Semileptonic B ! Xu `+ ⌫` decays are modeled
as a mixture of specific exclusive modes and non-resonant
contributions. The branching fractions are from the world
averages from Ref. [10] and the models and form factors (FFs)
used are listed. We use natural units (~ = c = 1).

B Value B+ Value B0

B ! ⇡ `+ ⌫`
a,e (7.8± 0.3)⇥ 10�5 (1.5± 0.06)⇥ 10�4

B ! ⌘ `+ ⌫`
b,e (3.9± 0.5)⇥ 10�5 -

B ! ⌘0 `+ ⌫`
b,e (2.3± 0.8)⇥ 10�5 -

B ! ! `+ ⌫`
c,e (1.2± 0.1)⇥ 10�4 -

B ! ⇢ `+ ⌫`
c,e (1.6± 0.1)⇥ 10�4 (2.9± 0.2)⇥ 10�4

B ! Xu `+ ⌫`
d,e (2.2± 0.3)⇥ 10�3 (2.0± 0.3)⇥ 10�3

a
BCL FFs [11] from fit to LQCD [12] and Ref. [13]

b
Pole FFs from LCSR [14]

c
BSZ FFs fit [15] to LCSR [16] and Refs. [17–19]

d
DFN [20] (mKN

b = (4.66± 0.04)GeV, aKN
= 1.3± 0.5)

or BLNP model [21] (mSF
b = 4.61GeV, µ2 SF

⇡ = 0.20GeV
2
)

e
Incl. and excl. decays are mixed using hybrid approach [22]

Exclusive make-up of  :B → Xuℓν̄ℓ
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a function of the four-momentum-transfer squared (q2),
the lepton energy (EB

` ) in the B rest frame, and the
hadronic invariant mass squared (M2

X) of the Xu system
at next-to-leading-order precision in the strong coupling
constant ↵s. This triple di↵erential rate is convolved with
a nonperturbative shape function using an ad hoc expo-
nential model. The free parameters of the model are
the b quark mass in the Kagan-Neubert scheme [? ],
mKN

b = (4.66± 0.04) GeV and a nonperturbative param-
eter aKN = 1.3 ± 0.5. The values of these parameters
were determined in Ref. [42] from a fit to B ! Xc `

+ ⌫`
and B ! Xs� decay properties. At leading order, the
nonperturbative parameter aKN is related to the average
momentum squared of the b quark inside the B meson
and determines the second moment of the shape function.

It is defined as aKN = �3⇤
2
/�1 � 1 with the binding en-

ergy ⇤ = mB � mKN
b and the kinetic energy parameter

�1. The hadronization of the parton-level B ! Xu `
+ ⌫`

DFN simulation is carried out using the JETSET al-
gorithm [43], producing final states with two or more
mesons. The inclusive and exclusive B ! Xu `

+ ⌫` pre-
dictions are combined using a so-called hybrid approach,
which is a method originally suggested by Ref. [44], and
our implementation closely follows Ref. [45] and uses the
library of Ref. [? ]. To this end, we combine both pre-
dictions such that the partial branching fractions in the
triple di↵erential rate of the inclusive (�B

incl
ijk ) and com-

bined exclusive (�B
excl
ijk ) predictions reproduce the inclu-

sive values. This is achieved by assigning weights to the
inclusive contributions wijk such that

�B
incl
ijk = �B

excl
ijk + wijk ⇥ �B

incl
ijk , (9)

with i, j, k denoting the corresponding bin in the three
dimensions of q2, EB

` , and MX :

q2 = [0, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25] GeV2 ,

EB
` = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV ,

MX = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV .

To study the model dependence of the DFN shape func-
tion, we also determine weights using the Bosch-Lange-
Neubert-Paz (BLNP) model of Ref. [12] and treat the
di↵erence later as a systematic uncertainty. For the b
quark mass in the shape-function scheme we use mSF

b =
4.61 GeV and µ2 SF

⇡ = 0.20 GeV2. Figures detailing the
hybrid model construction can be found in Appendix A.

Table I summarizes the branching fractions for the sig-
nal and the important B ! Xc `

+ ⌫` background pro-
cesses that were used. Figure 2 shows the generator-
level distributions and yields of B ! Xc `

+ ⌫` and B !

Xu `
+ ⌫` after the tag-side reconstruction (cf. Sec. III).

The B ! Xu `
+ ⌫` yields were scaled up by a factor of 50

to make them visible. A clear separation can be obtained
at low values of MX and high values of EB

` .

FIG. 2. The generator-level EB
` and MX distributions

of the CKM suppressed and favored inclusive semileptonic
processes, B ! Xu `+ ⌫` (scaled up by a factor of 50) and
B ! Xc `

+ ⌫`, respectively, are shown, using the models de-
scribed in the text.

III. ANALYSIS STRATEGY, HADRONIC
TAGGING, AND X RECONSTRUCTION

A. Neural-network-based tag-side reconstruction

We reconstruct collision events using the hadronic full
reconstruction algorithm of Ref. [46]. The algorithm re-
constructs one of the B mesons produced in the col-
lision event using hadronic decay channels. We label
such B mesons in the following as Btag. Instead of at-
tempting to reconstruct as many B meson decay cas-
cades as possible, the algorithm employs a hierarchi-
cal reconstruction ansatz in four stages: At the first
stage, neural networks are trained to identify charged
tracks and neutral energy depositions as detector stable
particles (e+, µ+, K+,⇡+, �), neutral ⇡0 candidates, or
K0

S candidates. At the second stage, these candidate
particles are combined into heavier meson candidates
(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ +, and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines
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�B
incl
ijk = �B

excl
ijk + wijk ⇥ �B

incl
ijk , (9)

with i, j, k denoting the corresponding bin in the three
dimensions of q2, EB

` , and MX :

q2 = [0, 2.5, 5, 7.5, 10, 12.5, 15, 20, 25] GeV2 ,

EB
` = [0, 0.5, 1, 1.25, 1.5, 1.75, 2, 2.25, 3] GeV ,

MX = [0, 1.4, 1.6, 1.8, 2, 2.5, 3, 3.5] GeV .

To study the model dependence of the DFN shape func-
tion, we also determine weights using the Bosch-Lange-
Neubert-Paz (BLNP) model of Ref. [12] and treat the
di↵erence later as a systematic uncertainty. For the b
quark mass in the shape-function scheme we use mSF

b =
4.61 GeV and µ2 SF

⇡ = 0.20 GeV2. Figures detailing the
hybrid model construction can be found in Appendix A.

Table I summarizes the branching fractions for the sig-
nal and the important B ! Xc `

+ ⌫` background pro-
cesses that were used. Figure 2 shows the generator-
level distributions and yields of B ! Xc `

+ ⌫` and B !

Xu `
+ ⌫` after the tag-side reconstruction (cf. Sec. III).

The B ! Xu `
+ ⌫` yields were scaled up by a factor of 50

to make them visible. A clear separation can be obtained
at low values of MX and high values of EB

` .

FIG. 2. The generator-level EB
` and MX distributions

of the CKM suppressed and favored inclusive semileptonic
processes, B ! Xu `+ ⌫` (scaled up by a factor of 50) and
B ! Xc `

+ ⌫`, respectively, are shown, using the models de-
scribed in the text.

III. ANALYSIS STRATEGY, HADRONIC
TAGGING, AND X RECONSTRUCTION

A. Neural-network-based tag-side reconstruction

We reconstruct collision events using the hadronic full
reconstruction algorithm of Ref. [46]. The algorithm re-
constructs one of the B mesons produced in the col-
lision event using hadronic decay channels. We label
such B mesons in the following as Btag. Instead of at-
tempting to reconstruct as many B meson decay cas-
cades as possible, the algorithm employs a hierarchi-
cal reconstruction ansatz in four stages: At the first
stage, neural networks are trained to identify charged
tracks and neutral energy depositions as detector stable
particles (e+, µ+, K+,⇡+, �), neutral ⇡0 candidates, or
K0

S candidates. At the second stage, these candidate
particles are combined into heavier meson candidates
(J/ , D0, D+, Ds) and for each target final state a neu-
ral network is trained to identify probable candidates. In
addition to the classifier output from the first stage, ver-
tex fit probabilities of the candidate combinations, and
the full four-momentum of the combination are passed
to the input layer. At the third stage, candidates for
D⇤ 0, D⇤ +, and D⇤

s mesons are formed and separate neu-
ral networks are trained to identify viable combinations.
The input layer aggregates the output classifiers from all
previous reconstruction stages. The final stage combines

Hybrid = Combining exclusive & inclusive predictions
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It is long known that interference e↵ects play an important role in understanding the shape of the
⇡+⇡� spectrum of resonances near the threshold. In this manuscript, we investigate the role of the
⇢-! interference in the study of semileptonic B ! ⇡+⇡�`⌫̄` decays. We determine for the first time
the strong phase di↵erence between B(B ! ⇢0`⌫̄`) and B ! !`⌫̄` from a recent Belle measurement of
the m⇡⇡ spectrum of B ! ⇡+⇡�`⌫̄`. We find �⇢-! =

�
�46+155

�67

��
and extract the branching fraction

of B(B ! ⇢0`⌫̄`) =
�
1.41+0.49

�0.38

�
⇥ 10�4 . In addition, we set a limit on the S-wave component within

an m⇡⇡ window ranging from 2m⇡ to 1.02 GeV of �B(B ! [⇡+⇡�]S `⌫̄`) < 0.51 ⇥ 10�4 at 90% CL.
We also determine the absolute value of the Cabibbo-Kobayashi-Maskawa matrix element of
|Vub|⇢-! =

�
3.03+0.49

�0.44

�
⇥ 10�3, which takes into account the ⇢-! interference.

I. INTRODUCTION

Determinations of exclusive values of the absolute
value of the Cabibbo-Kobayashi-Maskawa matrix ele-
ment Vub are pre-dominantly carried out using B !
⇡`⌫̄` [1], ⇤b ! pµ⌫̄µ [2], or Bs ! K µ⌫̄µ [3] decays.
Determinations using decays B ! ⇢`⌫̄`, B ! !`⌫̄`, or
higher uncharmed resonances received less attention due
to the lack of reliable lattice QCD (LQCD) calculations
to predict the corresponding form factors. Here ⇢ and
! are referring to the ⇢(770) and !(782), respectively.
Ref. [4] provides a world average of

|Vub| ⇢ = (2.96 ± 0.29) ⇥ 10�3 , (1)

|Vub|! = (2.99 ± 0.35) ⇥ 10�3 , (2)

from combining the available measured di↵erential spec-
tra of B ! ⇢`⌫̄` and B ! !`⌫̄` decays and using light-
cone sum rule (LCSR) calculations of Ref. [5] for the
form factors. The resulting values for |Vub| are compati-
ble with each other, but systematically lower than, e.g.,
the determination from B ! ⇡`⌫̄` of Ref. [1]

|Vub|⇡ = (3.70 ± 0.16) ⇥ 10�3 , (3)

by about 1.8 or 2.2 standard deviations, respectively.
Determinations of B ! ⇢`⌫̄` focus both on ⇢+ and ⇢0

decays into two pions, whereas B ! !`⌫̄` focuses on
! ! ⇡�⇡+⇡0 or ! ! ⇡0 � decays, cf. measurements
published by BABAR and Belle in Refs [6–8]. The avail-
able measurements assume a Breit-Wigner shape for the
dynamic amplitude of both resonances. Also, they rely
on Monte Carlo (MC) simulations to subtract cocktails
of resonant and non-resonant B ! Xu`⌫̄` decays. The
size of these contributions though are known to di↵er de-
pending on the assumptions on the underlying b ! u`⌫̄`
MC cocktail or methodology. Using a so-called “hybrid”
approach, as originally suggested in Ref. [9] and imple-
mented in e.g. Refs. [10–12], results in di↵erent back-
ground estimates as alternative approaches, used to mix
exclusive and inclusive b ! u`⌫̄` predictions, as used e.g.
by Ref. [6]. Both approaches rely on combining sim-
ulated decays into known narrow resonances (typically
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FIG. 1. Measured B ! ⇡+⇡�`⌫̄` spectrum from Ref. [14].

B ! {⇡, ⇢, !, ⌘, ⌘0}`⌫̄`) with scaled predictions from in-
clusive B ! Xu`⌫̄` calculations, which are hadronized us-
ing Pythia [13]. None of the state-of-the-art approaches
do, however, take into account interference e↵ects.

To avoid the di�culties to reliably subtract other
b ! u`⌫̄` processes that decay into two pions, Ref. [14]
measured the B ! ⇡+⇡�`⌫̄` process without isolating ex-
plicit resonances. The measurement is unfolded from de-
tector e↵ects and reports di↵erential branching fractions
as a function of the invariant mass of the di-pion system
m⇡⇡, the four-momentum transfer squared q2, and in the
two dimensions of q2 : m⇡⇡.

Figure 1 shows the measured m⇡⇡ spectrum ranging
from threshold up to 2GeV. The ⇢ peak is clearly visible,
with a hint of a contribution from the f2(1270) ! ⇡⇡
decay around 1.2 GeV. The m⇡⇡ region below 0.5 GeV
shows enhancements, which might be caused by ⇡⇡ S-
wave contributions. The shape of the mass spectrum near
m⇡⇡ ' 0.77 GeV is strongly a↵ected by the interference
of the dominant ⇢ amplitude with the small contribution
of ! amplitude decaying into ⇡�⇡+.

ar
X

iv
:2

40
1.

08
77

9v
1 

 [h
ep

-p
h]

  1
6 

Ja
n 

20
24

https://arxiv.org/abs/2005.07766

3.6. Nonresonant B+ ! Xu[! ⇡⇡]`+⌫` description

Since nonresonant B+ ! Xu[! ⇡⇡]`+⌫` events are kinematically very similar to B
+ !

⇢
0
`
+
⌫` events, a careful treatment of this component is required. One of the distinguishing

features is the invariant mass spectrum of the dipion system M⇡⇡. We test the description of
this background in our MC by comparing the true M⇡⇡ spectrum in MC to the measurement
of the M⇡⇡ spectrum from the Belle analysis of B ! ⇡⇡`⌫ [12]. This measurement includes
B

+ ! ⇢
0
`
+
⌫` and B

+ ! Xu[! ⇡⇡]`+⌫` events. The measured M⇡⇡ spectrum is shown in
(a) of Figure 4. We see the large ⇢

0 mass peak. We also observe the smaller f2(1270) mass
peak.

We reweight the true M⇡⇡ distribution of the B+ ! Xu[! ⇡⇡]`+⌫` background in MC15
to the one shown in (a) of Figure 4, where the partial branching fractions were measured
in 13 bins. For our purpose we amend the binning slightly: bin1 : M⇡⇡ 2 [0.28, 0.46], bin2 :
[0.46, 1.10], bin3 : [1.10, 1.18], bin4 : [1.18, 1.26], bin5 : [1.26, 1.34], bin6 : [1.34, 3.5] GeV. All
bin boundaries, except for those of bin2 and bin6, are equivalent to the ones in Ref [12].
We extend the upper bin boundary of bin6 to 3.5 GeV in order to include all events. bin2
combines all bins within the PDG width of the ⇢

0 meson.
We now reweight the true partial branching fractions of the nonresonant B

+ ! Xu[!
⇡⇡]`+⌫` events in bin1, bin3, bin4, bin5 and bin6 in MC15 to those presented in Ref. [12].
bin2, however, is treated di↵erently. Here we rely on the assumption that the nonresonant
B

+ ! Xu[! ⇡⇡]`+⌫` background is flat below the ⇢0 mass peak, which is one of the defining
features of nonresonant B

+ ! Xu[! ⇡⇡]`+⌫` events. We therefore interpolate a straight
line from bin1 to bin6 and thus estimate the partial branching fraction for bin2, which we
reweight to. Figure 4 shows the partial branching fraction spectrum in MC15 before and
after reweighting in (b). As expected, we observe the f2(1270) mass peak in bin4 and bin5.
The reweighted branching fractions in bin2 and bin6 are significantly lower than in the
original MC. Finally, in order to ensure the total inclusive B ! Xu`⌫` branching fraction is
conserved, we scale the remaining nonresonant B ! Xu`⌫` events accordingly.

(a) (b)

FIG. 4: Distribution of true M⇡⇡ (a) as measured at Belle given in Ref. [12] and (b) in
MC15 before and after correcting the spectrum .
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It is long known that interference e↵ects play an important role in understanding the shape of the
⇡+⇡� spectrum of resonances near the threshold. In this manuscript, we investigate the role of the
⇢-! interference in the study of semileptonic B ! ⇡+⇡�`⌫̄` decays. We determine for the first time
the strong phase di↵erence between B(B ! ⇢0`⌫̄`) and B ! !`⌫̄` from a recent Belle measurement of
the m⇡⇡ spectrum of B ! ⇡+⇡�`⌫̄`. We find �⇢-! =

�
�46+155

�67

��
and extract the branching fraction

of B(B ! ⇢0`⌫̄`) =
�
1.41+0.49

�0.38

�
⇥ 10�4 . In addition, we set a limit on the S-wave component within

an m⇡⇡ window ranging from 2m⇡ to 1.02 GeV of �B(B ! [⇡+⇡�]S `⌫̄`) < 0.51 ⇥ 10�4 at 90% CL.
We also determine the absolute value of the Cabibbo-Kobayashi-Maskawa matrix element of
|Vub|⇢-! =

�
3.03+0.49

�0.44

�
⇥ 10�3, which takes into account the ⇢-! interference.

I. INTRODUCTION

Determinations of exclusive values of the absolute
value of the Cabibbo-Kobayashi-Maskawa matrix ele-
ment Vub are pre-dominantly carried out using B !
⇡`⌫̄` [1], ⇤b ! pµ⌫̄µ [2], or Bs ! K µ⌫̄µ [3] decays.
Determinations using decays B ! ⇢`⌫̄`, B ! !`⌫̄`, or
higher uncharmed resonances received less attention due
to the lack of reliable lattice QCD (LQCD) calculations
to predict the corresponding form factors. Here ⇢ and
! are referring to the ⇢(770) and !(782), respectively.
Ref. [4] provides a world average of

|Vub| ⇢ = (2.96 ± 0.29) ⇥ 10�3 , (1)

|Vub|! = (2.99 ± 0.35) ⇥ 10�3 , (2)

from combining the available measured di↵erential spec-
tra of B ! ⇢`⌫̄` and B ! !`⌫̄` decays and using light-
cone sum rule (LCSR) calculations of Ref. [5] for the
form factors. The resulting values for |Vub| are compati-
ble with each other, but systematically lower than, e.g.,
the determination from B ! ⇡`⌫̄` of Ref. [1]

|Vub|⇡ = (3.70 ± 0.16) ⇥ 10�3 , (3)

by about 1.8 or 2.2 standard deviations, respectively.
Determinations of B ! ⇢`⌫̄` focus both on ⇢+ and ⇢0

decays into two pions, whereas B ! !`⌫̄` focuses on
! ! ⇡�⇡+⇡0 or ! ! ⇡0 � decays, cf. measurements
published by BABAR and Belle in Refs [6–8]. The avail-
able measurements assume a Breit-Wigner shape for the
dynamic amplitude of both resonances. Also, they rely
on Monte Carlo (MC) simulations to subtract cocktails
of resonant and non-resonant B ! Xu`⌫̄` decays. The
size of these contributions though are known to di↵er de-
pending on the assumptions on the underlying b ! u`⌫̄`
MC cocktail or methodology. Using a so-called “hybrid”
approach, as originally suggested in Ref. [9] and imple-
mented in e.g. Refs. [10–12], results in di↵erent back-
ground estimates as alternative approaches, used to mix
exclusive and inclusive b ! u`⌫̄` predictions, as used e.g.
by Ref. [6]. Both approaches rely on combining sim-
ulated decays into known narrow resonances (typically
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FIG. 1. Measured B ! ⇡+⇡�`⌫̄` spectrum from Ref. [14].

B ! {⇡, ⇢, !, ⌘, ⌘0}`⌫̄`) with scaled predictions from in-
clusive B ! Xu`⌫̄` calculations, which are hadronized us-
ing Pythia [13]. None of the state-of-the-art approaches
do, however, take into account interference e↵ects.

To avoid the di�culties to reliably subtract other
b ! u`⌫̄` processes that decay into two pions, Ref. [14]
measured the B ! ⇡+⇡�`⌫̄` process without isolating ex-
plicit resonances. The measurement is unfolded from de-
tector e↵ects and reports di↵erential branching fractions
as a function of the invariant mass of the di-pion system
m⇡⇡, the four-momentum transfer squared q2, and in the
two dimensions of q2 : m⇡⇡.

Figure 1 shows the measured m⇡⇡ spectrum ranging
from threshold up to 2GeV. The ⇢ peak is clearly visible,
with a hint of a contribution from the f2(1270) ! ⇡⇡
decay around 1.2 GeV. The m⇡⇡ region below 0.5 GeV
shows enhancements, which might be caused by ⇡⇡ S-
wave contributions. The shape of the mass spectrum near
m⇡⇡ ' 0.77 GeV is strongly a↵ected by the interference
of the dominant ⇢ amplitude with the small contribution
of ! amplitude decaying into ⇡�⇡+.
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3.6. Nonresonant B+ ! Xu[! ⇡⇡]`+⌫` description

Since nonresonant B+ ! Xu[! ⇡⇡]`+⌫` events are kinematically very similar to B
+ !

⇢
0
`
+
⌫` events, a careful treatment of this component is required. One of the distinguishing

features is the invariant mass spectrum of the dipion system M⇡⇡. We test the description of
this background in our MC by comparing the true M⇡⇡ spectrum in MC to the measurement
of the M⇡⇡ spectrum from the Belle analysis of B ! ⇡⇡`⌫ [12]. This measurement includes
B

+ ! ⇢
0
`
+
⌫` and B

+ ! Xu[! ⇡⇡]`+⌫` events. The measured M⇡⇡ spectrum is shown in
(a) of Figure 4. We see the large ⇢

0 mass peak. We also observe the smaller f2(1270) mass
peak.

We reweight the true M⇡⇡ distribution of the B+ ! Xu[! ⇡⇡]`+⌫` background in MC15
to the one shown in (a) of Figure 4, where the partial branching fractions were measured
in 13 bins. For our purpose we amend the binning slightly: bin1 : M⇡⇡ 2 [0.28, 0.46], bin2 :
[0.46, 1.10], bin3 : [1.10, 1.18], bin4 : [1.18, 1.26], bin5 : [1.26, 1.34], bin6 : [1.34, 3.5] GeV. All
bin boundaries, except for those of bin2 and bin6, are equivalent to the ones in Ref [12].
We extend the upper bin boundary of bin6 to 3.5 GeV in order to include all events. bin2
combines all bins within the PDG width of the ⇢

0 meson.
We now reweight the true partial branching fractions of the nonresonant B

+ ! Xu[!
⇡⇡]`+⌫` events in bin1, bin3, bin4, bin5 and bin6 in MC15 to those presented in Ref. [12].
bin2, however, is treated di↵erently. Here we rely on the assumption that the nonresonant
B

+ ! Xu[! ⇡⇡]`+⌫` background is flat below the ⇢0 mass peak, which is one of the defining
features of nonresonant B

+ ! Xu[! ⇡⇡]`+⌫` events. We therefore interpolate a straight
line from bin1 to bin6 and thus estimate the partial branching fraction for bin2, which we
reweight to. Figure 4 shows the partial branching fraction spectrum in MC15 before and
after reweighting in (b). As expected, we observe the f2(1270) mass peak in bin4 and bin5.
The reweighted branching fractions in bin2 and bin6 are significantly lower than in the
original MC. Finally, in order to ensure the total inclusive B ! Xu`⌫` branching fraction is
conserved, we scale the remaining nonresonant B ! Xu`⌫` events accordingly.

(a) (b)

FIG. 4: Distribution of true M⇡⇡ (a) as measured at Belle given in Ref. [12] and (b) in
MC15 before and after correcting the spectrum .
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3.7. ⇢ lineshape

The lineshape of the ⇢ meson is simulated in EvtGen as a Breit-Wigner in which the
mass of the ⇢ meson is approximated (blue histogram in Figure 5). This results in a slight
shift of the di-pion mass peak toward higher masses. We correct this shift by reweighting
the di-pion invariant mass of all true ⇢ mesons in the MC to the unsimplified Breit-Wigner
(orange histogram). A possible interference between ⇢, ! and nonresonant ⇡⇡ is treated as
a systematic uncertainty and described in Section 11 11.6.

FIG. 5: Distribution of M⇡⇡ in MC15 for true ⇢ mesons before (blue) and after (orange)
correcting the spectrum .

3.8. Lepton ID corrections

The performance of the electron and muon ID variables is not modeled perfectly in MC.
Therefore, a selection on these variables can introduce a bias between data and MC in the
e�ciencies of events. A study of the agreement between data and MC of the e�ciencies
in the J/ ! `

+
`
�, ee ! `

+
`
�(�) and ee ! (ee)`+`� modes has been performed and

correction tables for the e�ciencies are provided in bins of lepton momentum and lepton
polar angle for various selections on the lepton ID [13]. Similarly, the agreement in the fake
rates in the K

0

s
! ⇡

+
⇡
� and ee ! ⌧(1p)⌧(3p) modes has been investigated and correction

tables similar in style to the e�ciency tables are provided for the pion fake rates. In addition,
corrections are available for the rates of kaons faking muons from D

⇤ ! D
0[K⇡]⇡ events.

The best correction value is selected using is best available = True, usually re-
sulting from a combination of methods. The correction tables are provided for proc13
and bucket 26-36 and separately for electron/positron and muon/antimuon candidates
(leptonid Moriond2023 Official rel6 v0b). When applying these corrections to the MC
samples, some regions in the momentum-polar angle space are not covered by the correction
tables. We remove these regions in data and MC. The signal e�ciencies due to the removal
of the uncovered regions is shown in Figure 6. The coverage for signal is almost 100%. The
average electron ID e�ciency correction is 0.96, with no corrections larger than 1.17. For
muons the average muon ID e�ciency correction is 0.92, with maximum corrections of 1.26.
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Systematic Uncertainties

12

Table IV: Summary of fractional uncertainties in % on the B
0 ! ⇡

�
`
+
⌫` partial branching fractions �B in each q

2

bin. The boundaries of the q
2 bins are provided in the text above.

B0 ! ⇡�`+⌫`
Source q1 q2 q3 q4 q5 q6 q7 q8 q9 q10 q11 q12 q13
Detector e↵ects 2.0 0.9 1.1 1.0 1.0 1.1 1.1 1.0 0.9 1.2 2.3 4.1 5.8
Beam energy 0.6 0.8 0.7 0.8 0.7 0.6 0.6 0.6 0.5 0.5 0.5 0.6 0.7
Simulated sample size 4.7 3.8 3.3 3.2 3.2 2.9 3.8 3.7 4.0 4.5 5.9 8.0 13.6
BDT e�ciency 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3
Physics constraints 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9
Signal model 0.1 0.1 0.2 0.1 0.0 0.2 0.2 0.4 0.3 0.8 0.9 0.2 4.9
⇢ lineshape 0.1 0.1 0.3 0.3 0.2 0.1 0.3 0.1 0.3 0.1 0.2 0.2 0.6
Nonresonant B ! ⇡⇡`⌫` 0.5 0.6 0.4 0.4 0.5 1.0 1.2 1.0 0.8 1.8 1.2 2.3 14.3
DFN parameters 0.8 0.4 1.5 1.6 1.4 1.7 1.2 0.1 0.7 1.2 2.9 3.5 3.7
B ! Xu`⌫` model 0.2 0.4 0.3 0.4 0.2 0.9 1.1 1.2 1.0 1.3 1.6 0.7 8.7
B ! Xc`⌫` model 1.4 2.0 1.7 1.3 1.3 1.4 1.8 1.6 1.3 1.4 1.1 0.5 1.7
Continuum 15.1 11.3 7.6 7.1 5.8 5.7 8.1 8.3 9.6 10.4 14.5 23.8 34.4
Total systematic 16.4 12.6 9.3 8.7 7.7 7.7 10.0 9.9 11.1 12.2 16.6 26.0 41.6
Statistical 11.0 8.8 7.9 7.0 7.5 6.4 7.9 7.7 9.1 10.7 9.6 14.6 22.6
Total 19.7 15.4 12.2 11.2 10.7 10.0 12.7 12.6 14.4 16.3 19.1 29.8 47.3

Table V: Summary of fractional uncertainties in % on the B
+ ! ⇢

0
`
+
⌫` partial branching fractions �B in each q

2

bin. The boundaries of the q
2 bins are provided in the text above.

B+ ! ⇢0`+⌫`
Source q1 q2 q3 q4 q5 q6 q7 q8 q9 q10
Detector e↵ects 2.8 2.0 1.6 1.1 1.7 1.9 2.4 1.4 1.4 1.6
Beam energy 2.1 1.9 1.9 1.5 1.3 1.1 1.0 0.9 0.8 0.5
Simulated sample size 14.1 7.8 7.4 6.3 6.3 5.2 6.4 5.6 6.2 7.3
BDT e�ciency 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6
Physics constraints 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8
Signal model 0.7 0.2 0.2 0.2 0.3 0.4 0.5 0.3 1.8 2.4
⇢ lineshape 1.7 1.6 2.0 1.0 1.9 1.8 1.4 0.9 1.6 1.7
Nonresonant B ! ⇡⇡`⌫` 5.6 6.3 6.7 8.6 9.3 10.7 10.1 7.0 7.8 11.8
DFN parameters 3.6 5.5 4.1 3.5 1.1 1.2 2.7 1.7 1.9 2.3
B ! Xu`⌫` model 1.7 3.0 3.8 5.0 5.8 6.1 6.3 1.9 7.2 12.4
B ! Xc`⌫` model 1.8 1.9 1.7 1.1 1.4 1.7 0.9 0.9 1.9 2.6
Continuum 31.5 24.3 17.0 19.6 13.2 14.8 16.0 16.6 15.2 18.7
Total systematic 35.6 27.5 21.0 23.5 18.8 20.5 21.6 19.4 20.2 27.0
Statistical 30.0 17.5 20.8 14.4 12.4 13.6 14.1 10.4 12.2 11.8
Total 46.6 32.6 29.6 27.6 22.6 24.6 25.8 22.0 23.6 29.5

energy in the simulated sample di↵ers from the mean
c.m. energy in data, we account for the e↵ect on the
shape of the signal template. We investigate the ef-
fect using a control mode, in which we fully reconstruct
B

+ ! J/ [! µ
+
µ
�]K+ events. By removing one of the

muons, we obtain events that are similar to signal decays
with a single missing neutrino.

We find a 4% di↵erence in q
2 resolution between mea-

sured and simulated data in this control mode. We scale
the resolutions in each q

2 bin obtained from the simu-
lated sample, and using the true q

2 values, in combina-
tion with Gaussian smearing according to the new reso-
lutions, produce 1000 pseudo-reconstructed q

2 distribu-
tions. By combining these with the remaining una↵ected
templates we obtain 1000 varied toy distributions, which

are then fit using the nominal templates.

B. Simulated sample size

The e↵ect of having limited samples of simulated
data is considered. The largest uncertainty contribution
comes from the limited size of the simulated continuum
sample. In addition to shape variations due to the num-
ber of events within each bin, we also account for mi-
gration e↵ects in the true q

2 distribution, which results
in signal-template migrations. To estimate this uncer-
tainty, we sample, with replacement, true q

2 values from
the total signal component 1000 times, split these into the
true-q2 templates, then fit these templates to the sum of

12

Table IV: Summary of fractional uncertainties in % on the B
0 ! ⇡

�
`
+
⌫` partial branching fractions �B in each q

2

bin. The boundaries of the q
2 bins are provided in the text above.

B0 ! ⇡�`+⌫`
Source q1 q2 q3 q4 q5 q6 q7 q8 q9 q10 q11 q12 q13
Detector e↵ects 2.0 0.9 1.1 1.0 1.0 1.1 1.1 1.0 0.9 1.2 2.3 4.1 5.8
Beam energy 0.6 0.8 0.7 0.8 0.7 0.6 0.6 0.6 0.5 0.5 0.5 0.6 0.7
Simulated sample size 4.7 3.8 3.3 3.2 3.2 2.9 3.8 3.7 4.0 4.5 5.9 8.0 13.6
BDT e�ciency 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3 1.3
Physics constraints 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9
Signal model 0.1 0.1 0.2 0.1 0.0 0.2 0.2 0.4 0.3 0.8 0.9 0.2 4.9
⇢ lineshape 0.1 0.1 0.3 0.3 0.2 0.1 0.3 0.1 0.3 0.1 0.2 0.2 0.6
Nonresonant B ! ⇡⇡`⌫` 0.5 0.6 0.4 0.4 0.5 1.0 1.2 1.0 0.8 1.8 1.2 2.3 14.3
DFN parameters 0.8 0.4 1.5 1.6 1.4 1.7 1.2 0.1 0.7 1.2 2.9 3.5 3.7
B ! Xu`⌫` model 0.2 0.4 0.3 0.4 0.2 0.9 1.1 1.2 1.0 1.3 1.6 0.7 8.7
B ! Xc`⌫` model 1.4 2.0 1.7 1.3 1.3 1.4 1.8 1.6 1.3 1.4 1.1 0.5 1.7
Continuum 15.1 11.3 7.6 7.1 5.8 5.7 8.1 8.3 9.6 10.4 14.5 23.8 34.4
Total systematic 16.4 12.6 9.3 8.7 7.7 7.7 10.0 9.9 11.1 12.2 16.6 26.0 41.6
Statistical 11.0 8.8 7.9 7.0 7.5 6.4 7.9 7.7 9.1 10.7 9.6 14.6 22.6
Total 19.7 15.4 12.2 11.2 10.7 10.0 12.7 12.6 14.4 16.3 19.1 29.8 47.3

Table V: Summary of fractional uncertainties in % on the B
+ ! ⇢

0
`
+
⌫` partial branching fractions �B in each q

2

bin. The boundaries of the q
2 bins are provided in the text above.

B+ ! ⇢0`+⌫`
Source q1 q2 q3 q4 q5 q6 q7 q8 q9 q10
Detector e↵ects 2.8 2.0 1.6 1.1 1.7 1.9 2.4 1.4 1.4 1.6
Beam energy 2.1 1.9 1.9 1.5 1.3 1.1 1.0 0.9 0.8 0.5
Simulated sample size 14.1 7.8 7.4 6.3 6.3 5.2 6.4 5.6 6.2 7.3
BDT e�ciency 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6 1.6
Physics constraints 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8 2.8
Signal model 0.7 0.2 0.2 0.2 0.3 0.4 0.5 0.3 1.8 2.4
⇢ lineshape 1.7 1.6 2.0 1.0 1.9 1.8 1.4 0.9 1.6 1.7
Nonresonant B ! ⇡⇡`⌫` 5.6 6.3 6.7 8.6 9.3 10.7 10.1 7.0 7.8 11.8
DFN parameters 3.6 5.5 4.1 3.5 1.1 1.2 2.7 1.7 1.9 2.3
B ! Xu`⌫` model 1.7 3.0 3.8 5.0 5.8 6.1 6.3 1.9 7.2 12.4
B ! Xc`⌫` model 1.8 1.9 1.7 1.1 1.4 1.7 0.9 0.9 1.9 2.6
Continuum 31.5 24.3 17.0 19.6 13.2 14.8 16.0 16.6 15.2 18.7
Total systematic 35.6 27.5 21.0 23.5 18.8 20.5 21.6 19.4 20.2 27.0
Statistical 30.0 17.5 20.8 14.4 12.4 13.6 14.1 10.4 12.2 11.8
Total 46.6 32.6 29.6 27.6 22.6 24.6 25.8 22.0 23.6 29.5

energy in the simulated sample di↵ers from the mean
c.m. energy in data, we account for the e↵ect on the
shape of the signal template. We investigate the ef-
fect using a control mode, in which we fully reconstruct
B

+ ! J/ [! µ
+
µ
�]K+ events. By removing one of the

muons, we obtain events that are similar to signal decays
with a single missing neutrino.

We find a 4% di↵erence in q
2 resolution between mea-

sured and simulated data in this control mode. We scale
the resolutions in each q

2 bin obtained from the simu-
lated sample, and using the true q

2 values, in combina-
tion with Gaussian smearing according to the new reso-
lutions, produce 1000 pseudo-reconstructed q

2 distribu-
tions. By combining these with the remaining una↵ected
templates we obtain 1000 varied toy distributions, which

are then fit using the nominal templates.

B. Simulated sample size

The e↵ect of having limited samples of simulated
data is considered. The largest uncertainty contribution
comes from the limited size of the simulated continuum
sample. In addition to shape variations due to the num-
ber of events within each bin, we also account for mi-
gration e↵ects in the true q

2 distribution, which results
in signal-template migrations. To estimate this uncer-
tainty, we sample, with replacement, true q

2 values from
the total signal component 1000 times, split these into the
true-q2 templates, then fit these templates to the sum of

Largest uncertainties:  

Continuum modelling 

simulated sample size

“non-resonant”  (for ) &  modelling

Physics constraints ( , , isospin 
assumptions)

…

ππ ρ Xu
NBB f+0

π

ρ

Depending on the bin systematically or 
statistically limited ; more data will help

to reduce this further
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Summary

|VUB|: B→ (&'
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• Presentation of results:
• B→ #$% LQCD |Vub| in abstract
• Include LCSR B→ #$%/B→ &$% 

|Vub| results in main body
To be approved
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Figure 58: Fit of the BCL parametrization to the averaged q2 spectrum from BABAR and Belle
and the LQCD calculations. The error bands represent the 1 � (dark green), 2 � (green), and
3 � � (light green) uncertainties of the fitted spectrum.

quoted directly in terms of the coefficients bj of the BCL parameterization and enter Eq. (192)
as

�2
LQCD =

⇣
~b �~bLQCD

⌘T

C�1
LQCD

⇣
~b �~bLQCD

⌘
, (193)

with ~b the vector containing the free parameters of the �2 fit constraining the f+ and f0 form2983

factors, ~bLQCD the averaged values from Ref. [584], and CLQCD their covariance matrix. Note2984

that the coefficients of the f0 form factor, which is only relevant to describe final states with2985

⌧ leptons, introduce additional information via their correlation to the expansion coefficients2986

of f+. Further, FLAG is applying a scaling of the uncertainties due to disagreements between2987

Ref. [585,586] with Ref. [587].2988

For the |Vub| average we obtain

|Vub| = (3.75 ± 0.06 exp ± 0.19 theo) ⇥ 10�3 , (194)
(195)

The result of the fit is shown in Figure 58. The �2 probability of the fit is 37.7%. The best2989

fit values for |Vub| and the BCL parameters and their correlation matrix are given in Tables 852990

and 86.2991

171

Updated HFLAV 2024 (LQCD only, including latest JLQCD)

Preliminary
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How can we measure these coefficients?

Step 1: bin up phase-space in  in however many bins you can affordq2 ∼ w

Step 2: Determine the # of signal events in specific phase-space regions

The coefficients are related to a weighted sun of events in a given  binq2

Ji =
1
Ni

8

∑
j=1

4

∑
k,l=1

ηχ
ij ηθℓ

ik ηθV
il [χi ⊗ θ j

ℓ ⊗ θk
V]

Phase space regionWeights

5

Ji ⌘�
i ⌘✓`

i ⌘✓V
i normalization Ni

J1s {+} {+, a, a,+} {�, c, c,�} 2⇡(1)2

J1c {+} {+, a, a,+} {+, d, d,+} 2⇡(1)(2/5)

J2s {+} {�, b, b,�} {�, c, c,�} 2⇡(�2/3)2

J2c {+} {�, b, b,�} {+, d, d,+} 2⇡(�2/3)(2/5)

J3 {+,�,�,+,+,�,�,+} {+} {+} 4(4/3)2

J4 {+,+,�,�,�,�,+,+} {+,+,�,�} {+,+,�,�} 4(4/3)2

J5 {+,+,�,�,�,�,+,+} {+} {+,+,�,�} 4(⇡/2)(4/3)

J6s {+} {+,+,�,�} {�, c, c,�} 2⇡(1)2

J6c {+} {+,+,�,�} {+, d, d,+} 2⇡(1)(2/5)

J7 {+,+,+,+,�,�,�,�} {+} {+,+,�,�} 4(⇡/2)(4/3)

J8 {+,+,+,+,�,�,�,�} {+,+,�,�} {+,+,�,�} 4(4/3)2

J9 {+,+,�,�,+,+,�,�} {+} {+} 4(4/3)2

TABLE III. Definition of the asymmetries in the three angles in bin-size of ⇡/4, see Eq- (10). The ± signs denote ±1, and {+}
denotes +1 in all entries in a given column. Simple choices are a = 1� 1/

p
2, b = a

p
2, c = 2

p
2� 1, and d = 1� 4

p
2/5.

III. FORM FACTOR CALCULATION AND FIT

A. The series expansion (SE) and the simplified
series expansion (SSE)

It has long been known that unitarity and analyticity
impose strong constraints on heavy meson decay form
factors [25–29]. We use a series expansion, also known as
the z expansion, to describe the form factor shape over
the full range of the dilepton invariant mass. Using this
expansion for a vector meson in the final state, instead
of a pseudoscalar, requires additional assumptions [30],
and we investigate the corresponding uncertainties. In
this paper we expand the form factors directly, instead
of the helicity amplitudes.

The series expansion uses unitarity to constrain the
shape of the form factors, and implies a simple and well-
motivated analytic parametrization over the full range of
q2. The form factors are written as

V (q2) =
1

BV (q2)�V (q2)

KX

k=0

↵V
k z(q2, q20)

k ,

Ai(q
2) =

1

BAi(q
2)�Ai(q

2)

KX

k=0

↵Ai
k z(q2, q20)

k , (15)

where unitarity constrains the shapes of the form factors
by predicting �F (q2), F = {V, Ai}, and also bounds
the coe�cients of the expansion in powers of the small

parameter, z(q2, q20), schematically as
P1

k=0

�
↵F
k

�2
< 1.

(For q2 relevant for semileptonic B decay, |z(q2, q20)| < 1.)
In Eq. (15) the variable

z(q2, q20) =

q
q2+ � q2 �

q
q2+ � q20

q
q2+ � q2 +

q
q2+ � q20

, (16)

maps the real q2 axis onto the unit circle, q20 is a free
parameter, and q2± ⌘ (mB ± m⇢)2. The range �1 <

q2 < q2+ is mapped onto the �1 < z(q2 < q2+, q
2
0) < 1

line segment on the real axis inside the unit disk, while
the branch cut region corresponding to B⇢ pair creation,
q2 > q2+, maps onto the unit circle, |z(q2 > q2+, q

2
0)| = 1.

The q20 parameter of this transformation is usually chosen
as

q20 = (mB +m⇢) (
p
mB �

p
m⇢)

2, (17)

so that for the physical q2 range of B ! ⇢`⌫̄ decay,
0  q2  q2�, the expansion parameter is minimal,

|z(q2, q20)| <
�
1� 4

q
1� q2�/q

2
+

���
1+ 4

q
1� q2�/q

2
+

�
⇡ 0.1.

The so-called Blaschke factors in Eq. (15) for each form
factor are

BF (q
2) ⌘

Y

RF

z(q2, m2
RF

) , (18)

where RF are the sub-threshold resonances (q2� < m2
RF

<
q2+) with the quantum numbers appropriate for each form
factor. By construction, BF (m2

RF
) = 0 and |BF (q2)| = 1

for q2 > q2+. The main shape information is given by the
functions [30]

�F (q
2) =

s
1

32⇡�F (n)

q2 � q2+
(q2+ � q20)

1/4


z(q2, 0)

�q2

�(n+3)/2

⇥


z(q2, q20)

q20 � q2

��1/2 z(q2, q2�)
q2� � q2

��3/4

. (19)

The only form factor dependent quantity is �F (n), which
is related to the polarization tensor ⇧µ⌫(q2) at q2 = 0,
and n is the number of derivatives (subtractions) neces-
sary to render the dispersion relation finite. This function
is calculable in an operator product expansion. Since it
is an overall constant which does not a↵ect the shapes
of the form factors (and we do not use a constraint onP

↵2
i ), we can absorb this quantity into the fit parame-

ters ↵i. In contrast, the number of required subtractions

Normalization

Factor

a = 1 − 1/ 2, b = a 2, c = 2 2 − 1,d = 1 − 4 2/5E.g. for :   Split   into 2 RegionsJ3 χ

′￼+′￼: χ ∈ [0,π /4], [3/4π,5/4π], [7/4π,2π]

′￼−′￼: χ ∈ [π /4,3/4π], [5/4π,7/4π]

Ñ+

Ñ−



Step 3: Reverse Migration and Acceptance Effects Ñq2
1

+

Ñq2
1−

Ñq2
2

+

Ñq2
2−

Ñq2
3

+

Ñq2
3−

Ñq2
4

+

Ñq2
4−

Ñq2
5

+

Ñq2
5−

= ℳ

Nq2
1

+

Nq2
1−

Nq2
2

+

Nq2
2−

Nq2
3

+

Nq2
3−

Nq2
4

+

Nq2
4−

Nq2
5

+

Nq2
5−

Bkg subtracted

yields

Migration

matrix

Unfolded yields

Resolution effects: events with a given “true” 
value of  can fall into 
different reconstructed bins 

{q2, cos θℓ, cos θV, χ}

8

These matrices are determined for each of the four de-
cay modes individually using simulated events, and illus-
trated for the B̄0

! D⇤e⌫̄e decay mode in Fig. 6. The
response matrices are dominated by diagonal entries and
exhibit a similar structure in each of the four modes.

We unfold the signal yields determined in Sec. V using
matrix inversion. This produces the best linear unbiased
maximum likelihood estimator given by

~̂µ = R�1~̂n , (25)

with ~̂n being our estimated background subtracted yields.
We correct for acceptance e↵ects, and reverse the im-

pact of FSR photons from PHOTOS on the measured dis-
tributions. The acceptance functions for all modes are
shown in Fig. 7.

We find the shapes in the kinematic quantities, shown
in Fig. 8 and tabulated in Table I, after correcting our
background subtracted yields for the migration and ac-
ceptance.

The self-consistency of the measurement is checked
by comparing pairs of distributions, and by comparing
all four distributions, taking their covariance matrices
into account. We ignore the e↵ects of di↵erent masses
between B̄0 and B�, which are significantly smaller
than the measured uncertainties on our shapes. Details
(�2 / ndf and p-values) are listed in Table II.

VII. SYSTEMATIC UNCERTAINTIES

For the M2
miss fits we studied uncertainties originating

from the branching fractions and form factor parameter-
izations of the B ! D⇤ ` ⌫̄` and B ! D ` ⌫̄` decays in
our simulated events, the uncertainty from the overall
limited MC statistics, the lepton identification e�ciency,
the e�ciencies for reconstruction of tracks, neutral pions,
slow pions, and K0

S mesons, and the uncertainties of the
parameters describing the resolution smearing function.

The e↵ect of systematic uncertainties is directly in-
corporated into the likelihood function in Eq. 19. For
this we introduce a vector of nuisance parameters, ✓k,
for each fit template k. Each vector element represents
one bin. The nuisance parameters are constrained in
the likelihood using multivariate Gaussian distributions
Gk = Gk(0;✓k,⌃k), with ⌃k denoting the systematic co-
variance matrix for a given template k. The systematic
covariance is constructed from the sum over all possible
uncertainty sources a↵ecting a template k, i.e.

⌃k =
error sourcesX

s

⌃ks , (26)

with ⌃ks the covariance matrix of error source s.
The impact of nuisance parameters is included in

Eq. 20 as follows. The fractions fik for all templates
are rewritten as

fik =
⌘MC
ikP
j ⌘

MC
jk

!
⌘MC
ik (1 + ✓ik)P

j ⌘
MC
jk

�
1 + ✓jk

� , (27)
FIG. 6. Migration matrices for the B̄0 ! D⇤e⌫̄e mode, for the
four marginal distributions: w, cos ✓`, cos ✓V ,�. These matri-
ces transform the reconstructed to the generated quantity.

arXiv:2301.07529 [hep-ex]

E.g.  migration matrixw

Nq2
i

+ ⋅ e−1
eff,+,q2

i
= nq2

i
+

Nq2
i− ⋅ e−1

eff,−,q2
i

= nq2
i−

Acceptance / Eff. 

corrected yields

Acceptance x Efficiency 
Corrections:

Unfolded yields
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FIG. 7. Acceptance functions for the four decay modes con-
sidered. As expected they behave di↵erently for charged and
neutral B mesons, due to the charged and neutral slow pion
reconstruction. The uncertainty on the acceptance is statisti-
cal only and calculated using normal approximation intervals.
Additional systematic uncertainties are considered, for details
see the text.

FIG. 8. Our determined shapes for the four decay modes using
matrix inversion to correct for the migrations and applying
the acceptance correction.

TABLE II. The compatibility of the measurements from the
di↵erent decay modes determined with the statistical and sys-
tematic covariance matrix and the statistical covariance ma-
trix only. All modes agree well with each other.

�2 / dof p �2
stat / ndf pstat

B ! D⇤`⌫̄` 94.7 / 108 0.82 102.0 / 108 0.65

B̄0 ! D⇤+`⌫̄` 26.3 / 36 0.88 27.7 / 36 0.84

B� ! D⇤0`⌫̄` 31.6 / 36 0.68 33.8 / 36 0.57

B(0,�) ! D⇤(+,0)e⌫̄e 27.4 / 36 0.85 29.2 / 36 0.78

B(0,�) ! D⇤(+,0)µ⌫̄µ 42.5 / 36 0.21 45.7 / 36 0.13

we consider uncertainties originating from the D decay
branching fractions, the B ! D⇤ ` ⌫̄` form factors, the
limited MC statistics, the lepton identification e�ciency,
and the e�ciencies for reconstruction of tracks, neutral
pions, slow pions, and K0

S mesons. The impact of these
systematic e↵ects on the unfolding and acceptance cor-
rection is determined by varying the MC sample used to
determine the migration matrices and acceptance func-
tion within the uncertainty of the given systematic e↵ect,
and repeating the unfolding and acceptance correction
procedure.
The calibration factors for the FEI are determined

from a study of hadronically tagged inclusive B ! Xc`⌫̄`
decays. The study is performed in bins of the FEI signal
probability and the tag-side channels. The calibration
factors are defined as the ratio of expected and measured
number of events in each bin. The absolute e�ciency of
the FEI cancels in the measurement of the shapes. The
impact of the FEI on the measured shapes is determined
by weighting the events after removing FEI calibration
factors and determining the di↵erence after applying un-
folding and acceptance correction. We treat this uncer-
tainty as fully correlated.
The individual contributions of the uncertainties to the

normalized shapes are listed in Appendix A.

VIII. DETERMINATION OF THE FORM
FACTORS AND IMPLICATIONS ON |Vcb|

We use the averaged B ! D⇤`⌫̄` shapes to fit the BGL
and CLN form factor parameterizations to the data. We
minimize the �2 defined by

�2 =

 
�~�m

�m �
� ~�p(~x)

�p(~x)

!
C�1

exp

 
�~�m

�m �
�~�p(~x)

�p(~x)

!T

+ (�ext
� �p(~x))2/�(�ext)2

+ (hX � hLQCD
X )C�1

LQCD(hX � hLQCD
X ) , (28)

with the measured (predicted) di↵erential rate

�~�m(p)/�m(p), where the predicted rate is a func-
tion of the form factor coe�cients ~x and |Vcb|. The
rate is calculated assuming the meson masses of
mB = 5.28GeV and mD

⇤ = 2.01GeV, and the lepton as
massless. Cexp (CLQCD) is the covariance matrix of the
experimental (lattice) data.
We rely on external branching fractions provided by

HFLAV [11] to determine |Vcb| :

B(B�
! D⇤0`⌫̄`) = (5.58± 0.22)% , (29)

B(B̄0
! D⇤+`⌫̄`) = (4.97± 0.12)% . (30)

We combine these branching fractions assuming isospin
and by using the B+/0 lifetimes ⌧B̄0 = 1.520 ps and
⌧
B

� = 1.638 ps from Ref. [3]. Expressing this average

as a B̄0 branching fraction we find:

B(B̄0
! D⇤+`⌫̄`) = (5.03± 0.10)% . (31)
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Step 4: Calculate  for a given  binJi w/q2

nq2
i

+

nq2
i−

→ ̂Jq2
i

3 =
1
Γ

×
nq2

i
+ − nq2

i−

4(4/3)2

Normalization

5

Ji ⌘�
i ⌘✓`

i ⌘✓V
i normalization Ni

J1s {+} {+, a, a,+} {�, c, c,�} 2⇡(1)2

J1c {+} {+, a, a,+} {+, d, d,+} 2⇡(1)(2/5)

J2s {+} {�, b, b,�} {�, c, c,�} 2⇡(�2/3)2

J2c {+} {�, b, b,�} {+, d, d,+} 2⇡(�2/3)(2/5)

J3 {+,�,�,+,+,�,�,+} {+} {+} 4(4/3)2

J4 {+,+,�,�,�,�,+,+} {+,+,�,�} {+,+,�,�} 4(4/3)2

J5 {+,+,�,�,�,�,+,+} {+} {+,+,�,�} 4(⇡/2)(4/3)

J6s {+} {+,+,�,�} {�, c, c,�} 2⇡(1)2

J6c {+} {+,+,�,�} {+, d, d,+} 2⇡(1)(2/5)

J7 {+,+,+,+,�,�,�,�} {+} {+,+,�,�} 4(⇡/2)(4/3)

J8 {+,+,+,+,�,�,�,�} {+,+,�,�} {+,+,�,�} 4(4/3)2

J9 {+,+,�,�,+,+,�,�} {+} {+} 4(4/3)2

TABLE III. Definition of the asymmetries in the three angles in bin-size of ⇡/4, see Eq- (10). The ± signs denote ±1, and {+}
denotes +1 in all entries in a given column. Simple choices are a = 1� 1/

p
2, b = a

p
2, c = 2

p
2� 1, and d = 1� 4

p
2/5.

III. FORM FACTOR CALCULATION AND FIT

A. The series expansion (SE) and the simplified
series expansion (SSE)

It has long been known that unitarity and analyticity
impose strong constraints on heavy meson decay form
factors [25–29]. We use a series expansion, also known as
the z expansion, to describe the form factor shape over
the full range of the dilepton invariant mass. Using this
expansion for a vector meson in the final state, instead
of a pseudoscalar, requires additional assumptions [30],
and we investigate the corresponding uncertainties. In
this paper we expand the form factors directly, instead
of the helicity amplitudes.

The series expansion uses unitarity to constrain the
shape of the form factors, and implies a simple and well-
motivated analytic parametrization over the full range of
q2. The form factors are written as

V (q2) =
1

BV (q2)�V (q2)

KX

k=0

↵V
k z(q2, q20)

k ,

Ai(q
2) =

1

BAi(q
2)�Ai(q

2)

KX

k=0

↵Ai
k z(q2, q20)

k , (15)

where unitarity constrains the shapes of the form factors
by predicting �F (q2), F = {V, Ai}, and also bounds
the coe�cients of the expansion in powers of the small

parameter, z(q2, q20), schematically as
P1

k=0

�
↵F
k

�2
< 1.

(For q2 relevant for semileptonic B decay, |z(q2, q20)| < 1.)
In Eq. (15) the variable

z(q2, q20) =

q
q2+ � q2 �

q
q2+ � q20

q
q2+ � q2 +

q
q2+ � q20

, (16)

maps the real q2 axis onto the unit circle, q20 is a free
parameter, and q2± ⌘ (mB ± m⇢)2. The range �1 <

q2 < q2+ is mapped onto the �1 < z(q2 < q2+, q
2
0) < 1

line segment on the real axis inside the unit disk, while
the branch cut region corresponding to B⇢ pair creation,
q2 > q2+, maps onto the unit circle, |z(q2 > q2+, q

2
0)| = 1.

The q20 parameter of this transformation is usually chosen
as

q20 = (mB +m⇢) (
p
mB �

p
m⇢)

2, (17)

so that for the physical q2 range of B ! ⇢`⌫̄ decay,
0  q2  q2�, the expansion parameter is minimal,

|z(q2, q20)| <
�
1� 4

q
1� q2�/q

2
+

���
1+ 4

q
1� q2�/q

2
+

�
⇡ 0.1.

The so-called Blaschke factors in Eq. (15) for each form
factor are

BF (q
2) ⌘

Y

RF

z(q2, m2
RF

) , (18)

where RF are the sub-threshold resonances (q2� < m2
RF

<
q2+) with the quantum numbers appropriate for each form
factor. By construction, BF (m2

RF
) = 0 and |BF (q2)| = 1

for q2 > q2+. The main shape information is given by the
functions [30]

�F (q
2) =

s
1

32⇡�F (n)

q2 � q2+
(q2+ � q20)

1/4


z(q2, 0)

�q2

�(n+3)/2

⇥


z(q2, q20)

q20 � q2

��1/2 z(q2, q2�)
q2� � q2

��3/4

. (19)

The only form factor dependent quantity is �F (n), which
is related to the polarization tensor ⇧µ⌫(q2) at q2 = 0,
and n is the number of derivatives (subtractions) neces-
sary to render the dispersion relation finite. This function
is calculable in an operator product expansion. Since it
is an overall constant which does not a↵ect the shapes
of the form factors (and we do not use a constraint onP

↵2
i ), we can absorb this quantity into the fit parame-

ters ↵i. In contrast, the number of required subtractions

a = 1 − 1/ 2, b = a 2, c = 2 2 − 1,d = 1 − 4 2/5

More involved for the other coefficients: need full experimental 
covariance between all measured  bins and coefficients 

(statistical overlap, systematics)

w/q2

fictitious errors

̂ Jq2 i 3

{Jq2
i

1s , Jq2
i

1c , Jq2
i

2s , Jq2
i

2c , Jq2
i

3 , Jq2
i

4 , Jq2
i

5 , Jq2
i

6s }

SM:

e.g. 5 x 8 = 40 coefficients

Γ =
8
9

π (3∑
i

J q2
i

1c + 6∑
i

J q2
i

1s − ∑
i

J q2
i

2c − 2∑
i

J q2
i

2s )

or full thing (SM + NP) 

with 5 x 12 = 60 coefficients


