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Abstract

New-generation detectors, with a potentially less demanding radiation environment, are creating a need for flexible, high-speed data links. As a part of EP RnD
WP6 and in collaboration with WP9, an examination of commercial-grade Ethernet as a front-end readout link is underway, potentially enabling off-the-shelf
hardware to be used in data readout systems and cutting down complexity using modern data center technologies.

We present the encouraging first results of this RnD effort, evaluating 100Gb/s Ethernet for data readout in the context of typical High-Energy Physics detector
requirements. Due to asymmetries in data rate requirements in up- and down-links, unidirectional Ethernet is examined. Results from a recent radiation study,
allowing a preliminary assessment of radiation hardness via statistical analysis, are provided. The application is verified with realistic traffic using a demonstra-
tor to translate from I[pGBT to Ethernet and a road map for future demonstrators is presented.

Motivation Unidirectionality Proof-of-Concept

Current DAQ systems are based on custom links. Cument | Proposec ® Full-speed duplex link is f[oo O FPGA-based. demonstrator for
® Require specially designed hardware back-ends Dete:ctor . complgx for small down-link 100GDbE traffic
® In some systems: a second custom link goingtoa 3 ’ I bandwidth ® Proof-of-concept and technology

dedicated interface stage before the data center Fron:tend — O Nq asymmetric 100GbE standard familiarization
Solution may lie with Ethernet: ( VTI;{x+ ( siPh exists, on.ly fo.r lower speeds | O Evaluat.ion of multiple commercial
® fully compatible with commercial hardware “Backend )| } ® But: Optlgal link can operate with transceiver modules

. . ! . Q= only one fibre ® Unidirectional traffic demonstra-

® Physics data .can directly offload .to the data center ( |nte,face ) gv ® This has been demonstrated with fon
® But: Not designed for HEP requirements 1OOGbE:Network ) a wide range of commercial hard- @ Fyll-speed saturation testing with
Challenges: | Dat; Centerl Procesiing ) ware multiple network hops

® Timing accuracy and latency
® Radiation hardness
® Unidirectionality

Figure 1: Comparison between
current and proposed architecture.
Custom links are marked in red,
industry standard links in green.

Timing Accuracy and Latency

Ethernet may not fulfill HEP requirements for high X TX
timing accuracy and low latency:

® Inherent long buffer- and switch traversal times

® Variable latency and packet order changes due to
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® This can be mitigated via architectural measures
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® Implemented in two FPGA fami-
ies: AMD Artix Ultrascale+ and

® Strong FEC schemes: RER™ = 10%
® but large overhead: OH = 20%
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Figure 6: Polarfire protocol translation test bench with [pGBT

Effective Crosssection in cm2
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Figure 4: Comparison between IpGBT FEC12 and 100GbE KR4
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