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LHC discoveries with 1 fb-1

•many discoveries (and false positives) will be possible 
with the 2008 data set.

•this talk will focus on missing energy signatures since, 
next to Higgs, these have the best theoretical motivation.

•missing energy channels will be very challenging for 
the experiments (see talk by Maria Spiropulu).

•but I am optimistic that unambiguous signals can be 
obtained with ~ 1 fb-1 assuming that the heavy partners 
are strongly produced with cross sections >~ 1 pb.



what this talk is about

•after heroic efforts ATLAS and CMS establish a missing 
energy signal based on the 2008 data set.

•now what?

•what are the very next questions that you ask, and 
what are the very next steps that you take.

•how much can you learn about the signal with the 
original 1 fb-1 of data? how do you prepare to do better 
with the next ~5 fb-1 of data?



what this has to do with theorists

•if you are a theorist and your name is not Rick Field, 
you probably do not have the requisite skill set for 
analyzing real LHC data.

•however theorists are good at asking simple questions, 
suggesting creative strategies, implementing and 
understanding event generators.

•thus some theorists can make valuable contributions, 
but only if they are sufficiently up to speed on the 
(sobering) realities of the actual data analysis.



The CMS PHYSICS TDR of 2006 gives 
a snapshot of what the physics 
groups were thinking for the real 
2008 analyses. 

The PTDR Vol II contains a large 
number of analysis studies using full 
GEANT based simulation of the CMS 
detector, with most/all Standard 
Model backgrounds included.

Our strategy is to follow these 
analyses as closely as possible, 
focusing on missing energy 
signatures



what the three most relevant missing energy 
channels for 2008 discovery?



13.17. Summary of the reach with inclusive analyses 451
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Figure 13.32: Regions of the m0 versus m1/2 plane showing CMS the reach when only sta-
tistical uncertainties are taken into account. (left) for 1 fb−1 integrated luminosity, except the
Higgs case which assumes 2 fb−1. (right) for 10 fb−1.
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Figure 13.33: Regions of the m0 versus m1/2 plane showing CMS the reach when systematic
uncertainties are included. (left) for 1 fb−1 integrated luminosity, except the Higgs case which
assumes 2 fb−1. (right) for 10 fb−1.

could be reached with higher luminosity. Moreover, the reach will be further improved by
the addition of topologies with electrons, which are presently missing for the muon+jet+MET
and same sign dimuon searches.

The best reach is obtained with the most inclusive channels, the jets+MET and muons+jet+MET.
The range of gluino and squark masses up to about 1.5 TeV can be probed with an integrated
luminosity of only 1 fb−1 and is extended to about 2 TeV with 10 fb−1. Moreover, a large part
of the area is covered by several search topologies. The simultaneous observation of a signal
in various topologies will help unravel the underlying physics. Examples are the triangular
dilepton mass distribution, the observation of the Z0 or the h0 in less inclusive channels,
which provide a hint that their origin may be the decay of a χ̃0

2. If discovered, yet more ex-
clusive analyses should then allow a more quantitative study, e.g. the reconstruction of the
sparticle masses and cross section measurements of relevant sub-processes and their ratios.

CMS Physics TDR Vol. II, CERN/LHCC 2006-021



•not surprisingly, the channels which are the most 
inclusive are projected to have the best reach.

•I will refer to these channels as: 

•jetmet = all hadronic jets + missing energy

•muon+jetmet = isolated muon + jets + met

•SS dimuon = same-sign dimuons + jets + met

•OS dimuon is also interesting because of the possibility 
of seeing a kinematic edge.

•theorists have already thought a lot about these 
channels and how correlated signals distinguish the 
underlying new physics.

•see e.g. A. Datta, G. Kane, M. Toharia, hep-ph/0510204 
and references therein.



•what is new here is that we a trying to follow the exact 
steps of (the rehearsal for) the real analyses.

•this is important because there is actually no such thing 
as an inclusive signature at LHC.

•this should have been obvious already from Maria’s talk.

•let me remind you of what the most inclusive analysis, 
jetmet, actually looked like:



4.2. Benchmark Channel: low mass supersymmetry 103

signature. The rest of the analysis path is designed based on elimination of the major classes
of backgrounds: the QCD production, top-anti-top pairs and the W/Z-QCD associated pro-
duction. In Table 4.2 the path is shown with a remark indicating the reason and aim of each
selection step.

Table 4.2: The Emiss
T + multi-jet SUSY search analysis path

Requirement Remark
Level 1 Level-1 trigger eff. parameter.
HLT, Emiss

T > 200 GeV trigger/signal signature
primary vertex ≥ 1 primary cleanup
Fem ≥ 0.175, Fch ≥ 0.1 primary cleanup
Nj ≥ 3,|η1j

d | < 1.7 signal signature
δφmin(Emiss

T − jet) ≥ 0.3 rad, R1, R2 > 0.5 rad,
δφ(Emiss

T − j(2)) > 20◦ QCD rejection
Isoltrk = 0 ILV (I) W/Z/tt̄ rejection
fem(j(1)), fem(j(2)) < 0.9 ILV (II), W/Z/tt̄ rejection
ET,j(1) > 180 GeV,ET,j(2) > 110 GeV signal/background optimisation
HT > 500 GeV signal/background optimisation

SUSY LM1 signal efficiency 13%

In the following sections the motivation and details of the analysis path are discussed.

4.2.5 Missing transverse energy in QCD production

Due the very high QCD production cross section the Standard Model background to a large
missing transverse energy plus jets data-sample is dominated by QCD events. The observed
missing transverse energy in QCD jet production is largely a result of jet mis-measurements
and detector resolution. In Figure 4.9 the missing transverse energy full spectrum is shown
for QCD 3-jet events in the p̂T region between 120 GeV/c and 1.8 TeV/c.
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Figure 4.9: Emiss
T distribution in QCD 3-jet events.

It is to be noted that due to finite computing resources and the large production cross sec-
tion it is unrealistic to fully simulate and reconstruct samples with adequate Monte Carlo

414 Chapter 13. Supersymmetry

13.5 Inclusive analysis with missing transverse energy and jets
The missing transverse energy plus multi-jets final state has been a canonical signature for
SUSY searches. This study is a search for the production and decay of gluinos and scalar
quarks in ≥3-jet events with large missing transverse energy. The large missing energy
originates from the two LSPs in the final states of the squark and gluino decays. The three or
more hadronic jets result from the hadronic decays of the squarks and/or gluinos. The full
analysis is presented in section 4.2. The analysis uses the LM1 test-point at which squark and
gluino production has a LO cross section of 49 pb. The major Standard Model background
components include production of Z+jets with the Z decaying invisibly, W+jets, top-anti-top
pairs, dibosons, single top and QCD jets. The trigger path used is the missing energy plus
jets both at Level-1 and at HLT.

13.5.1 Analysis path and results

Events that are accepted after clean-up pre-selection requirements, proceed through the analy-
sis path if they have missing transverse energy Emiss

T > 200 GeV and at least three jets with
ET ≥ 30 GeV within |η| < 3. In addition the leading jet is required to be within the central
tracker fiducial volume i.e. |η| < 1.7. These requirements directly define the searched for
signal signature. The rest of the analysis path is designed based on elimination of the major
classes of backgrounds: the QCD production, top-anti-top pairs and the W/Z-QCD associ-
ated production. In Table 13.5 the path is shown with a remark indicating the reason and
aim of each selection step.

Table 13.5: The Emiss
T + multi-jet SUSY search analysis path

Requirement Remark
Level 1 Level-1 trigger efficiency parametrisation
HLT, Emiss

T > 200 GeV trigger/signal signature
primary vertex ≥ 1 primary cleanup
Fem ≥ 0.175, Fch ≥ 0.1 primary cleanup
Nj ≥ 3,|η1j

d | < 1.7 signal signature
δφmin(Emiss

T − jet) ≥ 0.3 rad, R1, R2 > 0.5 rad,
δφ(Emiss

T − j(2)) > 20◦ QCD rejection
Isolead trk = 0 ILV (I) W/Z/tt̄ rejection
fem(j(1)), fem(j(2)) < 0.9 ILV (II), W/Z/tt̄ rejection
ET,j(1) > 180 GeV,ET,j(2) > 110 GeV signal/background optimisation
HT ≡ ET (2) + ET (3) + ET (4) + Emiss

T > 500 GeV signal/background optimisation
SUSY LM1 signal efficiency 13%

A detailed explanation of the analysis path requirements and variables used is given in sec-
tion 4.2. The global signal efficiency for the analysis is 13% while the signal to background
ratio is ∼ 26. The results are shown in Table 13.6 for 1 fb−1.

In summary the major background components and their uncertainties are as follows:

Table 13.6: Selected SUSY and Standard Model background events for 1 fb−1

Signal tt̄ single t Z(→ νν̄)+ jets (W/Z,WW/ZZ/ZW ) + jets QCD
6319 53.9 2.6 48 33 107

CMS Physics TDR Vol. II, CERN/LHCC 2006-021



detector simulation

•an adequate analysis of the SM backgrounds requires 
(at least) full detector simulation.

•because we are copying the existing studies, we don’t 
have to repeat the background analysis.

•however we do need some kind of detector simulation 
for looking at SUSY or other kind of signals.

•the full simulation CMSSW is very slow; the fast 
simulation FAMOS is also slow.

•can we use a faster parametrized simulation like PGS?



Origin of PGS

• March 1998: kickoff of the Tevatron Run 2 SUSY/
Higgs Workshop

• no Run 2 CDF/D0 simulations available then

• developed “SHW” simulation as average of CDF/D0

• published SHW Higgs report: hep-ph/0010338

• still a reliable resource for Tevatron Higgs reach!

• SHW -> PGS for Snowmass 2001

• used for VLHC, LHC, LC, Tevatron comparisons, 
especially by theorists 

John Conway, talk at the 3rd LHCO



Tevatron SM Higgs: SHW

Famous result from the 1998 Tevatron Run 2 
Susy/Higgs Workshop: from SHW simulation! 

John Conway, talk at the 3rd LHCO
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FIG. 12. The ratio of the efficiencies obtained with full detector simulation to those obtained with the model–independent
methods. The x axis is the row number from Table XIX.

E. Conclusions from tests

There are several notable effects apparent immediately from Table XIX and Figure 12. The first is that the
comparison of efficiencies for one model point fares especially poorly. This occurs when the branching ratio for the
model is very small (2%). When the events do not contain many real photons and b quarks, the small number of
objects misidentified as photons and b-quarks becomes important. For example, jets may pass photon cuts and c
quarks may be b-tagged. When this occurs, the full simulation will be more efficient than a method which specifically
requires that the Monte Carlo generate an isolated photon or b-quark in order to accept the event. This is true of the
object efficiencies method and the efficiency model method. We note that the public Monte Carlo method does allow
misidentification and so it does not show this large mismatch. We can conclude that when the branching ratios are
small, the public Monte Carlo method is vastly superior to the others.

In the object efficiency method, the acceptance of the signature is computed by running the Monte Carlo without
a detector simulation. As each object in the signature is identified and passes acceptance cuts, the individual object
efficiencies are multiplied. These object efficiencies which may or may not be Et– or η–dependent, are listed in Section
IXA. In this test, these efficiencies are typically well–matched to the rigorously–derived efficiencies. The average of
Robj over all models except the first, is 0.88 ± 0.21 where 0.21 is the RMS computed with respect to 1.0, the ideal
result.

In the efficiency model method, we generate a Monte Carlo model that is not related to a search for new physics
but produces the signature of interest. For the signature of γb !Et, we generated WW → (γν)(bu). The efficiency
model results are also optimistic, the average is a ratio of 0.74±0.35 where again the uncertainty is actually the RMS
with 1.0, the ideal result. We found that the difficulty of applying this method was in choosing the mass scale. For
example, we chose to match the “W” mass to the χ̃±

2 mass in the direct production of the χ̃0
2 → γχ̃0

1 model. However,
the photon comes from a secondary decay and the effect of the LSP mass compared to the massless neutrino causes
the Et of the γ and b to be poorly matched to the Et of these objects in the WW model.

In the public Monte Carlo method, we compute the efficiency using SHW, a highly-parameterized, self–contained
Monte Carlo. In general, results here are somewhat optimistic with the average ratio to the rigorous total efficiency
being 0.77 ± 0.28, where the uncertainty is the RMS computed with respect to 1.0, the ideal result.

For completeness we also include the ratio of the simple acceptance to the rigorous acceptance times efficiency. The
average ratio is 0.12 ± 0.87.

The methods for calculating efficiency without access to the full detector simulation are accurate to approximately
30% overall. They tend to underestimate Aε by 10-25% but the result for individual comparisons varies greatly. These
uncertainties are larger than, but not greatly larger than, a typical uncertainty in a rigorously–derived efficiency, which

39

Ray Culbertson et al, hep-ex/0106012



PGS is a simulation of a generic high-energy physics collider detector with a tracking system, electromagnetic and 
hadronic calorimetry, and muon system. It is designed to take events generated with popular event generators like 
PYTHIA and HERWIG and produce semi-realistic reconstructed physics objects such as photons, electrons, muons, 
hadronically decaying taus, and hadronic jets (including b- and charm-tagging). Many basic detector parameters are 
configurable using a detector parameter file, which includes calorimeter segmentation and resolution, tracking coverage 
and resolution, and 

PGS is very simple: for every final state generated particle, a calorimeter energy deposit is simulated, and a track is
simulated in the case of long-lived charged particles. From this information, the "high-level" physics objects (photons, 
electrons, ...) are reconstructed just as in most modern high energy physics experiments. 

PGS is designed to be fast. And, that having been said, there are many things that are not simultaed in PGS, including 
secondary interactions, multiple interactions, z-vertex spread, bremsstrahlung, pair production, decays in flight, magnetic 
field effects, detector material, and probably other things as well. But it's fast. 

PGS is, well, pretty good. Most collider detector analyses suffer most from geometric acceptance and resolution issues, 
and PGS gets those mostly right. For many analyses you will find (we hope!) that the answer from PGS agrees within a 
factor of two of the answer you might obtain with a full-fleged detector simulation. In many cases the agreement is much 
better, of the order of 20%. But, as with any detector simulation, you should always be aware of the limitations and avoid 
drawing physics conclusions which might depend too much on absolute accuracy. PGS is an excellent tool for 
prototyping analyses and techniques, but it only goes so far. 

Acknowledgements

PGS is the product of many people: John Conway (UC Davis), Ray Culbertson (FNAL), Regina Demina (U. Rochester), 
Ben Kilminster (Ohio State), Mark Kruse (Duke), Steve Mrenna (FNAL), Jason Nielsen (LBNL), Maria Roco (now at 
Lucent), Aaron Pierce and Jesse Thaler (Harvard). Special thanks to Matt Strassler, Nima Arkani-Hamed and Liantao 
Wang, for furthering the use and development of the package.
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it is not obvious that PGS is good enough for the kind of 
detailed LHC signal analysis that we are interested in.



PGS-CMS

•our strategy is to assume that a parametrized detector 
simulation like PGS is not hopeless for extracting the main 
features of central high pT signals like SUSY.

•the next step is to improve/tune PGS to make it act more 
like the real CMS detector for SUSY-like signals.

•we have a version of this working that we call PGS-CMS.

•PGS-CMS was developed by putting more of the physics 
of the real CMS detector into PGS, then tweaking it to get 
the best fit, cut by cut, to the 3 benchmark SUSY studies in 
the PTDR.



PGS-CMS PGS

raw jets? yes no

corrected jets? yes no

B field? yes only trk smear

z vertex? yes no

realistic muon reco eff? yes no

realistic tau reco? yes yes

charged hadron track reco? yes no

realistic cal and track isolation? yes no

brem effects? partially no

realistic triggering? no no

pileup and multiple interactions?
implement in 

Pythia
“



PGS jets

•the main difference between the output of PGS and 
PGS-CMS is in the properties of jets.

•the CMS studies that we copy use both “raw jets” and 
“corrected jets”; the former is basically just what you 
see from towers in the calorimeter while the latter is an 
attempt to correct back to something close to the 
parton level.

•what kind of jets do you get out of vanilla PGS? 
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Answer: vanilla PGS gives jets which are intermediate 
between CMS raw jets and CMS corrected jets.

in PGS-CMS we believe that we have a rough 
approximation to either CMS raw jets (used in the 
jetmet study) or CMS corrected jets (used in the 
muon+jetmet and SS dimuon studies).



                          PGS 
 Event 1    
 muon:   -0.77555   3.7240       44.052    
 jet:        -1.16510    6.2412     196.759   
 jet:         0.21522    0.2520     179.586   
 jet:         1.37564    2.4204       36.614    
 MET:                        3.1851     407.571    
 
 Event  2 
 photon:   1.13097   4.7595       6.673     
 muon:     0.46886   2.7614       4.282     
 muon:     1.20407   2.6583     14.795   
 jet:         -1.06580   2.3848      81.465    
 jet:         -1.04471   4.0310      45.261    
 jet:          0.32781   2.7650      60.518    
 jet:        -0.52758    0.9956     48.930   
 jet:         0.44550    5.0371     31.612   
 MET:                        4.9581   156.979     
 
 Event  3     
 photon:      -0.37699   3.0945      22.997     
 electron:     0.93496   0.5188        5.587     
 photon:       1.06814   0.4869        8.610   
 photon:       1.19380   2.2777        9.687     
 muon:         1.60418   1.9217      14.935    
 jet:               1.14699   5.1260    341.055   
 jet:                0.78540  2.9374      34.538    
 jet:              -0.32488   3.0305   124.186   
 jet:              -0.39767   0.9554     45.115    
 jet:               1.05585   0.5097      31.141   
 MET:                             1.2517   233.073    

                         PGS-CMS
 Event 1
 muon:    -0.77555   3.7413       44.130     
 jet:         -1.22758    6.2237     138.192   
 jet:          0.16871    0.3161     194.663   
 MET:                         3.3071     359.070     
 

 Event 2
 muon:    0.46886    2.9401        4.282     
 jet:         -1.03309    2.3566     92.761   
 jet:          0.44874    2.9640     98.260   
 jet:          0.58518    4.4407     35.746   
 MET:                         5.8191   125.354    

Event 3
photon:   -0.43633    3.0980         6.321     
muon:      1.60418    1.9727       14.943     
muon:     -0.42769    2.9494         5.846     
jet:            1.07804    5.0974     337.040   
jet:           -0.44801    2.9387       95.573   
jet:           -0.54962    1.0083       34.331   
MET:                           1.7325     240.897    



how well does PGS-CMS do in matching the 
3 PTDR analyses, cut by cut?

•make the comparison for the CMS benchmark SUSY 
model LM1.

•this is an msugra model generated with Isajet v7.69, with 
events generated by Pythia and run through PGS-CMS.

•the model has 600 GeV gluinos, 550 GeV squarks, and a 
95 GeV LSP. 

•the NLO cross section from Prospino 2 is 53.3 pb.

•51% of production is squark-gluino, 15% is gluino pairs, 
almost all of the rest is squark pairs.



•excellent agreement.

•+5.4% discrepancy is really a trigger issue. 

•-3.8% discrepancy involves modeling electrons faking raw jets.



•good agreement.

•because you are cutting 
so hard, have to model the 
tails of the signal, as you do 
for the background.



what if you use PGS instead of PGS-CMS?

•with vanilla PGS, the total efficiency for the LM1 signal is too 
high by about 30%.

•the biggest differences are in the trigger and jet counting, 
which are both sensitive to the difference between PGS jets 
and CMS raw jets.

•individual distributions from vanilla PGS peak at values that 
disagree by as much as a factor of two with CMS ORCA.

•so Conway’s disclaimer was correct!



what have you discovered?

•suppose we repeat these 3 analyses with the first fb-1 of 
physics-quality CMS data.

•suppose that we observe the following excesses:

•7136 events in the jetmet channel

•31 events in the muon+jetmet channel

•38 events in the SS dimuon channel

•with small remaining backgrounds and a 15-20% systematic

•now what?



•by construction, this signal could have been produced 
by the CMS benchmark SUSY model LM1, i.e.  a sugra 
model with 600 GeV gluinos, 550 GeV squarks, a 180 GeV 
chargino and a 100 GeV LSP. 

•for LM1, the NLO cross section from Prospino 2 is 53.3 pb, 
51% of production is squark-gluino, 15% is gluino pairs, 
almost all of the rest is squark pairs.

•what else could this signal be?

what have you discovered?



•as a first step, ask what other sugra models, if any, are 
consistent with these excesses.

•without trying very hard, we have found two other 
possibilities:

what have you discovered?



•model LM1 has 600 GeV gluinos and 550 GeV squarks, 
with a NLO cross section of 53 pb. 51% of production is 
squark-gluino, 15% is gluino pairs, almost all of the rest is 
squark pairs.

•model NM1 has 350 GeV gluinos and 1200 GeV squarks, 
with a NLO cross section of 232 pb. 95% of production is 
gluino pairs.

•model NM2 has 450 GeV gluinos, 550 GeV squarks, but 
the lightest stop is 190 GeV. The NLO cross section is 233 pb. 
20%  of production is gluino pairs, about 30% is squark-
gluino, and 40% is stop pairs.

three SUSY models
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SUSY model LM1:

SUSY model NM1:
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SUSY model LM1:

SUSY model NM1:

SUSY model NM2:

•jetmet events after all cuts:                 7133

•jetmet events after all cuts:                 6657         -7%

•jetmet events after all cuts:                 7933         +11%

identical signals within errors



SUSY model LM1:

SUSY model NM1:

SUSY model NM2:

•jetmet events after all cuts:                 7133

•muon+jetmet events after all cuts:         31

•SS dimuon events after all cuts:              38

•jetmet events after all cuts:                 6657         -7%

•muon+jetmet events after all cuts:         22         -29%

•SS dimuon events after all cuts:              16         -58%

•jetmet events after all cuts:                 7933         +11%

•muon+jetmet events after all cuts:         43         +39%

•SS dimuon events after all cuts:              95         +250%

the muon channels help a lot



•standard SUSY mythology says that the very first plot you 
should make with your putative SUSY signal is the effective 
mass plot.

•this is supposed to measure the overall SUSY scale, 
meaning roughly the gluino mass times some factor.

•so this should easily discriminate between models LM1 
and NM1, which have gluino mass 600 GeV and 350 GeV, 
right???

What other observables discriminate 
between these 3 models?
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SUSY model NM1
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SUSY model LM1

SUSY model NM1

the missing 
transverse energy 
above the cut is 
much better
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SUSY model LM1 SUSY model NM1

compute the ratio of the number of events with >3 jets to 
the number of events with 3 jets, after all cuts except the 
final HT cut:

•SUSY model LM1:               1.7

•SUSY model NM1:              4.6

•SUSY model NM2:              6.3



work in progress

• systematic expanded analysis with more general SUSY 
models + non-SUSY models + ...

•have a look at the backgrounds, triggers, ...

• guided by these interesting results, repeat with full 
CMSSW simulation.

•ATLAS?




