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Migration to GitHub
-> squash and merge

ACTS

� 27 releases, 994 PRs by 43 contributors

� 63202 jobs (4% failed) taking 453520 minutes in total
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Code quality

� Started

tracking code

quality

� It’s

improving!

� Move to

C++20,

subsequent

modernization

Enabled in June!

Lower is better!
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Major developments



Geometry evolution

Original

ATLAS Software1
Generation 1

(Layers)

Generation 2

(Layerless)

Generation 3

(Adaptive)

� Original geometry model: layers are first-class concept
I Restricts flexibility for other layouts
I Adds additional complexity to navigation

� 2nd Generation experimental geometry model
I Drops layers in favor of layer-volumes
I Validates approach of registering local navigation inside volumes

� 3rd Generation: combination of both
I Layer-volumes with local navigation policies
I Rewrote geometry construction from the ground up
I Extensible, composable and flexible

See Andi’s talk tomorrow!
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https://indico.cern.ch/event/1397634/contributions/6059960/


Vertexing (incl. time)

� Major refactoring in to reduce templating (compile resources)
I Unchanged outputs

� Effort launched to really understand how vertexing behaves with time
I Vertex finding now (partially) supports time, support is expanding

� Still missing in our lineup: secondary vertexing

� Vertexing is very low person-power at the moment: great opportunity to step up!

p p

Primary Vertex

Secondary Vertex

Pile-up Vertex

See comprehensive overview by Andreas Stefl tomorrow!
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Track finding optimization

Figure 1: Incremental decrease of the CPU time to reconstruct 𝐿𝐿 events at →𝑀↑ = 200 when adding improvements to
the ACTS-based ITk track reconstruction deployed in the ATLAS software framework Athena. The CPU time shown
only accounts for track finding, and it is relative to the current non-ACTS counterparts. A zoomed version of the last
5 data points is also shown. The starting date for the plot is 15 February 2024, using Athena 24.0.24 (ACTS v32.0.2).
The relevant improvements are reported in chronological order on the horizontal axis of the plot and are described
in the text. The last data point on the plot corresponds to the running time obtained on 10 September 2024 using
Athena 25.0.16 (ACTS v36.2.1).
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[ATL-PHYS-PUB-2024-017], [Carlo’s CHEP talk]

� Year-long effort to improve track finding performance in ATLAS

� CPU performance now competitive with Legacy tracking

� Other experiments should see the benefits as well!

� Many ACTS-side improvements: manual smoothing, improved branch stopping,

track selection + more
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https://cds.cern.ch/record/2912217
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GNN

� Steady progress on GNN tracking

� Some internal effort in ATLAS that we hope to capture publicly in ACTS

� Combination with ACTS CPU Kalman Fitter, traccc GPU KF foreseen

Paul Gessinger 2024-11-18 6



Other items

� Lots of work on the Global χ2 track fitter

� Completion of the Gen2 experimental geometry exercise

� Refactored + improved Gen1 navigation and propagation

� Sympy stepper for numerical integration

� Improved EDM4hep support for inputs and output

� Refactoring with C++20 concepts

� Hough Transform updated and improved

� Whitepaper on jacobian transport correction and line surface jacobian

� Increased CI resources at CERN, moved all hosted infra to CERN resources

� ML seed filtering

� GeoModel plugin

� Updated Examples measurement EDM, IO + more
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Experiments

tsa

Lohengrin NA60+
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Telescopes

� ACTS used in various telescope-style

experiments!

� Regular dedicated discussion meetings

� Geometry handling in Gen1/2 is still suboptimal

� Hope to improve this in Gen3 geometry

Paper on ACTS for Telescopes in preparation, discussion later today:

Development of tracking software and detector design 
studies for the proposed FASER-2 experiment at the LHC

A Common Tracking Software
▪ ACTS7: Experiment-independent toolkit for charged 

particle track reconstruction in HEP experiments
▪ Implemented in modern C++ and python
▪ Features:

• Event data model
• Tracking geometry description based on surface
• Track propagation and fitting algorithms
• Basic seed finding algorithms
• Common vertexing algorithms

Olivier SALIN on the behalf of the FASER2 collaboration
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Mass/Pointing resolution plot

Future studies

Track reconstruction with ACTS :
120 000 events Dark Higgs decay in µ+µ− m = 0.81 GeV

Mass resolution plot : Pointing resolution plot :

• Comparing reconstruction performance for 
different possible layouts of FASER2 detector

• Alignment studies

• Charge ID performance for neutrino studies 
(neutrino/anti-neutrino separation)

• Study of the muon background and impact of the 
veto for reconstruction

Acknowledgements: This poster was possible because of the work of Josh McFayden, Jamie Boyd et al. from the FASER2 
Collaboration and FPF Collaboration and the support from the ACTS developers A. Salzburger, C.Allaire, A.Stefl et al.

Preliminary Results

Results from using ACTS tracking software to the FASER2 geometry :
• Tr ck  fi  ed by ACTS’  K lm n Fi  er u ing  ru h inform  ion for 

seeding
• 120 000 BSM Monte Carlo FORESEE events simulated Dark Higgs 

m = 0.81 GeV decay in µ+µ−

• Detector resolution simulated by Gaussian smearing of the real 𝑥 and 
𝑦-hit positions with σ𝑟𝑒𝑠= 100 µm 

• Track efficiency very close to 1

Position resolution: Momentum resolution plot :

• Momentum resolution is mainly influenced by the resolution of the detector

• Other factors on the momentum resolution: Value of the B field, material 
effects, length of FASER2 geometry and tracker alignment

Forward Physics Facility
• Forward Physics Facility1 (FPF) - proposed underground cavern for far-forward experiments 

during the High-Luminosity LHC era
• Physics Potential: Detecting ∼106 neutrino interactions (TeV), searches for light dark matter, 

and many other new particles
• Location: 617-682 m west of ATLAS IP along the beam collision axis
• Dimension : 65 m long and 9 m wide, 88 m-deep shaft
• Shielded by 200+ m of rock→ Estimated muon flux of 0.6 Hz/cm² around the line of sight

FPF discussed in more detail in talk by R. Abraham in BSM2 session

FASER2 Detector Conceptual Design 

Veto

• Plastic scintillator-based veto 
system

• Expected to reject muon 
rates of ∼ 20kHz

Tracker

• Silicon photomultiplier and scintillating 
fiber tracker technology

• B  ed on LHCb’  SciFi4 tracker

• Spatial resolution of ∼ 100 µm

• Each station consists of vertical and 
horizontal SciFi modules

Magnet
• Rectangular aperture: 1 m in height, 3 m in 

width, 4 m depth

• Superconducting magnet technology 

• Based on SAMURAI5 experiment magnet

• BField 4 Tm bending power for particle 
separation, momentum resolution, and 
charge ID

EM Calorimeter
Hadronic Calorimeter

• Dual-readout calorimetry6 technology

• Spatial resolution for particle 
identification at ∼ 1-10 mm separation

• Particle identification capabilities

FASER2 detector simulation created with pyg4ometry3 in GDML :

ACTS
Simulation 

Track reconstruction 

FASER2 geometry 
description

GDML → ACTS

pyg4ometry
Build geometry 

of setup

FASER2 SciFi tracker 
material (1% X0)

ACTS material mapping

Rotation of the axis : Z→X
• Rotation of the geometry and Event Data
• Needed to adapt FASER2 to ACTS and    

to avoid pole at high η

FORESEE8

Forward BSM 
Monte Carlo

Event Data for 
FASER2

HepMC → Root

Implementation of ACTS for FASER2:

FASER2 Physics Sensitivity 
• FASER2 upgrade to the FASER experiment2, larger detector, increased sensitivity to BSM 

physics 
• Search for Long-Lived Particles (LLPs) decaying into visible final states :

o Dark Photons, Dark Higgs bosons
o Axion-like particles, Heavy neutral leptons

• Measure momentum of muons from neutrino interactions in dedicated neutrino detectors 
FASERν2  nd FLArE

Dark Photon sensitivity

Plots created by Felix Kling

Dark Higgs sensitivity

Contact : olivier.salin@ens-paris-saclay.fr
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Early performance of the tracking detector for the FASER experiment
Tomohiro Inada , on behalf of the FASER Collaboration
CERN, CH-1211, Geneva 23, Switzerland

A R T I C L E I N F O

Keywords:
Silicon microstrip detectors
Tracking detectors
FASER
LHC
Run3

A B S T R A C T

FASER is a new experiment aimed at searching for new light weakly-interacting long-lived particles and
studying high-energy neutrino interactions in the very forward region of LHC collisions at CERN. The
experimental setup is located 480 meters downstream from the ATLAS interaction point, aligned with the
beam collision axis. The FASER detector comprises four identical tracker stations made from silicon microstrip
detectors. All tracker stations were installed in the LHC complex in 2021. After the commissioning, FASER has
been taking physics data since the start of LHC Run 3 in July 2022. In 2022 and 2023, we have successfully
collected data from 68 fbω1 (inverse femtobarns) of proton–proton collisions at a center-of-mass energy of
13.6 TeV. This paper describes the design, construction and performance with early data of the silicon tracker
stations.
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1. Introduction

The Forward Search Experiment (FASER) at the Large Hadron Col-
lider (LHC) is designed to search for feebly-interacting light particles
with masses in the MeV to GeV range, produced in proton–proton col-
lisions [1]. Additionally, a component of FASER, known as FASER𝜔 [2],
specifically targets the detection of high-energy neutrinos in all three
flavors produced in these collisions. The FASER detector is situated in
the service tunnel TI12, aligned with the collision axis of the ATLAS
experiment. This location, 480 meters from the ATLAS interaction
point (IP) as shown in Fig. 1, offers significant advantages, including
low background noise from collisions—such as high-energy muons at
roughly 1 event per cm2 per second—and minimal radiation from
the LHC, estimated at around 4 ε 106 1-MeV neutrons per cm2 annu-
ally. The FASER detector measures approximately 7 meters in length
with a sensitive detector area diameter of 20 cm [3] as shown in

E-mail address: tomohiro.inada@cern.ch.

Fig. 2. Two scintillator veto systems are in place to reject upstream-
background charged particles. Two timing and preshower scintillator
systems trigger the search for long-lived particles (LLPs) and neutrino.
The FASER𝜔 emulsion detector, designed to measure neutrinos of all
three flavors, is a 1.1-ton apparatus with 730 layers of 1.09 mm
tungsten and emulsion. It serves as a part of a tracking detector with
submicron spatial resolution, offering 8 interaction lengths, while it
does not have a timing resolution and needs to be exchanged every
three months to keep reasonable track density. The detector uses a
cartesian coordinate system with the 𝜀-axis pointing along the light
of sight away from ATLAS IP, the 𝜗-axis pointing vertically upwards
and the x-axis pointing horizontally to the LHC beamline. Permanent
dipole magnets of 0.57 T with a 1.5 m decay volume bend charged
particles in the y direction, to separate charged particle pairs from
LLP decays and facilitate momentum measurement of charged particles.

https://doi.org/10.1016/j.nima.2024.169547
Received 27 February 2024; Received in revised form 4 June 2024; Accepted 18 June 2024

[link]
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Contribution

� LUXE really jumped into contributions
� >20 PRs in the last 12 months!

I Fixes to cuboid tracking geometry construction
I Material fixes
I Lots of help completing the Gen2 experimental project
I Geant4/GDML updates + validation
I Telescope-style seeding and parameter estimation algorithm

Paul Gessinger 2024-11-18 10



ODD progress

� Renewed momentum towards ODD

paper

� First version of ECal and HCal added,

refinement ongoing

� Being used for recent vertexing studies

� Plan to converge performance this year

� Finally produce a decently sized

dataset to supersede TrackML
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GPU R&D



GPU R&D
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traccc: 232 PRs, 12 contributors
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vecmem: 49 PRs, 3 contributors
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traccc

� Lot’s of progress in the GPU reconstruction

� Full chain runs and produces tracks!

� Integration with ACTS in progress!

� Optimization work ongoing to use resources

efficiently

13Beomki YeoCHEP 2024, Oct 23rd

Event Throughput vs. Pileup

● The gain from GPU increases 
with larger data

● For FP64, A30 shows better 
performance than the CPU for 
large pileup events

FP32 FP64

Discussion on publication plans on Wednesday:

3Beomki YeoCHEP 2024, Oct 23rd

traccc Project Overview

● traccc: GPU track reconstruction library  
○ Main platforms: CPU, CUDA and SYCL
○ Supports both FP32 and FP64 precisions
○ R&D ongoing for ATLAS Phase II and CEPC 

See the next talk by Y. Zhang for CEPC

● detray: GPU geometry library used in traccc
○ Si-based detectors
○ Gaseous detectors with wire measurements

● ACTS: An experiment independent track 
reconstruction library
○ A bridge to general detector libraries (DD4Hep 

and GeoModel) for traccc

traccc
GPU tracking

detray
GPU geometry

DD4Hep

ACTS

Geometry input

GeoModel

7Beomki YeoCHEP 2024, Oct 23rd

Track Propagation Optimization

● Track propagation is the main bottleneck 
of the full chain, hence, prioritized for 
optimization 

○ Move variables in the global memory 
to the local memory, if possible

○ Minimize the cache memory used for 
geometry navigation

Further optimization is planned to 
maximize the computing performance gain

[Beomki’s CHEP talk]
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This week



Experiment presentations

11 experiment presentations today!

Paul Gessinger 2024-11-18 14



Topical presentations

Tuesday:

Wednesday:

Paul Gessinger 2024-11-18 15



Hands-on sessions

Tuesday - Thursday afternoons

CodiMD with topics: please sign up!

–

Also: Performance Mini-Hackathon on Friday

Paul Gessinger 2024-11-18 16

https://codimd.web.cern.ch/PIm1FxbySRW6mqZ5rnjGvg
https://indico.cern.ch/event/1459272/


Let’s have a great week!
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