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Motivation
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• We are approaching the exa-scale computing era for most large collaborative experiments, for e.g. 
(HL-)LHC


• Current model of data transfers, namely summarized as push-now-worry-later will not be 
feasible in the near future, controlled data-flows with high accountability will become a necessity. 


• Software defined networking (SDN) controlled data-flows allow for end-to-end accountability of 
network utilization, and allows the different VOs to manage their priorities.


• Using the HEP software stack for data movement, i.e. Rucio+FTS+XRootD as the control testing 
ground, we are integrating these existing tools with SENSE, the SDN service.
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SENSE
• Software-Defined Network for End-to-end Networked Science at the 

Exascale


• Provides the mechanisms to enable multi-domain orchestration for a wide 
variety of network and other cyberinfrastructure resources in a highly 
customized manner.


• These orchestrated services can be customized for individual domain science 
workflow systems and requirements. 


• It can create network services like routing and bandwidth allocation on 
demand.


• Agents: SiteRM and NetRM push QOS and routing rules.
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Overall Picture

Rucio → DMM → SENSE → DMM → Rucio → FTS → XRootD

Our own 
custom 
instance 
of Rucio

FTS-PIlOT
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Rucio → DMM → SENSE → DMM → Rucio → FTS → XRootD

Overall Picture (more detailed)
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Data Movement Manager (DMM)
• Interface between Rucio and SENSE, making SDN operated HEP data-flows 

possible


• FROM RUCIO: Gets transfer metadata like source and destination RSE names, 
size of the rule (number of bytes) and priority of the rule.


• FROM SENSE: Gets SENSE IPv6s corresponding to the RSEs, bandwidth 
between the endpoints


• [TO RUCIO]:  Injects the IPv6s into Rucio at the FTS submission step.


• Based on rule metadata, makes decision on bandwidth allocation/provision for 
all rules and tells SENSE to build a dedicated P2P VLAN between the endpoints.


• Keeps state of all the data-flows, monitors performance and creates reports of 
underperforming flows.



DMM Technical Details
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• DMM, inspired by Rucio, also operates on a daemon based model.


• For Rucio Interactions, there are three daemons:


1. Initializer: DMM queries Rucio (using the Rucio python API) for all the rules (would be 
helpful if rules could be indexed by when they were submitted so DMM could query 
only for the rules added in the last n hours)


• Rule ID, source site, destination site, number of files in the dataset/container, number 
of bytes to be transferred and the priority.


• DMM sees a new rule, adds it to the DB in [INIT] state


2. Modifier: If priority of a rule gets modified, updates the priority in the DB


3. Finisher: When rule is marked “OK” or “STUCK” for too long, Mark request as 
[FINISHED]

INITIALIZER MODIFIERDMM-Rucio Daemons FINISHER
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DMM-Core Daemons ALLOCATOR DECIDER

1. Allocator: Picks an unused IPv6 from the SENSE address pool and assigns 
it to the rule. 


2. Decider: Brain of DMM, does a graph based calculation for bandwidth 
allocation: sites represent nodes and rules are edges. The graph gets 
updated with each rule and based on the relative priority, the bandwidth is 
allocated based on fair share.


3. FTS Config: Set FTS SE and link limits appropriately based on bandwidth 
allocation and latency.
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DMM-SENSE Daemons DELETERMODIFIERPROVISION

1. Provision: submits request for the SENSE circuit to be built


2. Modifier: based on priority changes / new rules being added, modifies the 
allocated bandwidth of the existing circuits.


3. Deleter: Building circuits is expensive, so once a rule is marked as finished, 
DMM keeps the circuit up for 10 minutes (change the allocated bandwidth to 
1Gbps), if no new rule between the same pair of endpoints comes in then 
take down the circuit so the endpoints can be used for other rules.
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Other Features
1. Monitoring Dashboard: shows status of the request.


2. Accountability reports: DMM has access to a lot more information about 
the request status, namely the host level information through node_exporter 
+ prometheus (runs in site-RM) and also FTS-monit information (CERN 
Opensearch).


• Using all of these metrics, we can determine which sites underperform, i.e. 
are not able to meet the bandwidth that was allocated to them for a rule. 
And based on that, change the provisions + generate reports for the site 
admin to look at to see what is the point of failure.
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Our Custom Rucio Instance
• Deployed using the official Helm charts, apply a patch for our changes.


• At the FTS submission step, from within the transfertool/fts.py script, query 
DMM using the rule_id


• DMM returns the new endpoints right away (there is almost no delay, i.e. new 
endpoints are allocated in < 10 seconds of the rule being added to DMM).


• Change the endpoints in the FTS post request and it proceeds as usual.


• Error handling: If there is an issue, forget DMM and proceed as normal and use 
RSE’s configured endpoints.



Results / Status
• We have showed demos of the end-to-end workflow involving all components at multiple 

occasions, most notably at SC23, DC24 and OFC over high bandwidth links (100Gbps).


• We were able to expand our testbed from just UCSD + Caltech to also include Fermilab and 
now UNL. Also trying to go to 400Gbps.


• Our tests until now involved multiple rules between UCSD, Caltech and FNAL with different 
priorities.
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Next Steps
• Add more sites, including CERN and SPRACE.


• Experiment with other storage systems


• Have this in prod for DC26
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Thank you!
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UCSD-Caltech Testbed
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Multi-subnet XRootD deployment

Multiple XRootD clusters deployed over M DTNs. Each color represents a different IPv6 subnet.


Multiple interface setup is managed using Multus Kubernetes CNI.


