
MSHT Updates and Perspective

Lucian Harland-Lang, University College London

1

LHC EW WG General Meeting, CERN, July 11 2024

With Robert Thorne and Tom Cridge



• The ‘Post-Run I’ set from the MSTW, MMHT… 
group: MSHT20.

• Focus on including significant amount of new data, higher 
precision theory and on methodological improvements.
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★First global aN3LO PDF analysis.
★First global QED and aN3LO PDF analysis.
★First global determination of strong coupling at aN3LO.
★First closure test of fixed parameterisation & direction 

comparison to Neural Net approach.

• Although no official NNLO release since MSHT20, 
we have been busy! Recent highlights:

J. McGowan et al., arXiv: 2207.04739 

• No time to go through all of these, but will mention some and address some more general 
questions as well (w.r.t. profiling in particular).
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T. Cridge, LHL, R. Thorne, arXiv: 2312.07665 

T. Cridge, LHL, R. Thorne, arXiv: 2404.02964

LHL et al., In preparation



Stress Testing the MSHT Approach
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Understanding the Fitting Methodology

• Two fitting techniques - Neural Nets (NNPDF) or Explicit Parameterisation (CT, MSHT).

• Different approaches to PDF error definition - include explicit `tolerance’ or not to account for tensions/
inconsistencies in fit or not, and if so how to do it.
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We emphasise that the above discussion only corresponds to quite general expectations (as opposed to
direct QCD predictions), which do not for example account for the scale dependence of the PDFs. Thus
while the high and low x form of Eq. (71) is usually adopted, in modern fits the values of the powers
themselves are more generally left free where there is su�cient data to constrain them.

The I f (x) in Eq. (71) is the interpolating function, which determines the behaviour of the PDFs away
from the x ! 0 and 1 limits, where it tends to a constant value. This is assumed to be a smoothly varying
function of x, for which a variety of choices have been made in the literature. The simplest ansatz, which
has been very widely used, is to take a basic polynomial form in x (or

p
x), such as

I f (x) = 1 + c f
p

x + d f x + ... . (72)

Forms of this type are for example taken by the CJ and HERAPDF groups as well as in the MSTW08
analysis. A similar approach, but where the polynomial enters as the exponent of a power of x or a simple
exponential function, are taken by ABM and earlier CT sets, respectively.

Such a choice is appropriate for a relatively small number of parameters, say only two or three in
addition to a f and b f . However, as the precision and amount of the data included in the fit increases, it
becomes essential to allow for an increasingly flexible parameterisation. As discussed in [420], simply
adding more parameters to (72) can quickly run into the issue that large coe�cients appear, with large
cancellations between the terms. This leads to an unstable �2 minimisation and implausibly large variations
in x in certain regions. This issue may be solved by instead expanding the interpolating function in terms of
a basis of suitably chosen functions with the generic form

I f (x) =
nX

i=1

↵ f ,iPi(y(x)) , (73)

where y(x) is some simple function of x. Two possible choices for the functions Pi are Chebyshev and
Bernstein polynomials, which are used in the MMHT14 and CT14 sets, respectively. These are taken
because each order of the polynomials is strongly peaked at di↵erent values of y, and hence x, significantly
reducing the degree of correlation between the terms. In addition, as the order is increased these tend to
probe smaller scale variations in x, so that the smoothness requirement for I(x) naturally leads to smaller
coe�cients ↵ at higher i. Thus, while formally equivalent to the simple polynomial expansion in Eq. (72),
these are much more convenient for fitting as the number of free parameters n is increased.

An alternative approach is taken by the NNPDF group. Here, the interpolating function is modelled
with a multi–layer feed forward neural network (also known as a perceptron), see Sect. 5.3 for more details.
In practice, this allows for a greatly increased number of free parameters, with the latest default fit having 37
per PDF, that is around an order of magnitude higher than other sets. The form of Eq. (71) is still assumed,
but these are pre–processing factors that speed up the minimisation procedure and which do not in principle
have to be explicitly included. Nonetheless, the study of [419] has shown that the NNPDF fit does exhibit
high and low x behaviour that is consistent with Eq. (71), providing further support for such an assumption
in the choice of input PDF parametrization.
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Figure 27: Comparison of the timings per data point between the original APPLgrid computation of hadronic cross-
sections, Eq. (68), with the same calculation based on the APFELgrid combination, Eq. (70), for a variety of LHC
datasets [62]. We find that the improvement in computational speed is between a factor 102 and a factor 103 depending
on the specific process.

4.1. PDF parametrization
We start by discussing di↵erent aspects related to the parameterization of the PDFs at the input scale

Q0, namely the choice of functional form, the theoretical constraints from the momentum and valence sum
rules and PDF positivity, and the various quark flavour assumptions used in PDF fits.

4.1.1. Choice of functional form
In order to extract the PDFs, a particular choice for their parameterisation in x at some input scale Q0

must be assumed, which can then be fit to the available data. As described in Sect. 2.4, given the PDFs at
some reference scale Q0, the DGLAP evolution equations can be used to determine the PDFs at any other
scale Q. Thus the PDFs are typically parameterised at a low scale Q2

0 ⇠ 1 � 2 GeV2, which can then be
evolved up to the scale relevant to e.g. LHC phenomenology. These parametrizations usually adopt the
generic form

x f (x,Q2
0) = A f xa f (1 � x)b f I f (x) . (71)

The (1 � x)b f term, with b f > 0, ensures that the PDFs vanish in the elastic x ! 1 limit, as we would
expect on basic physical grounds. Such a form is also expected from the quark counting rules [418] (see
also the discussion on [419]). There, in this elastic limit all the momentum is carried by the struck parton
and the remaining ns quark become spectators. An analysis of the scaling behaviour for elastic scattering
then predicts b f = 2ns � 1, that is b f = 3, 5 and 7 for the valence, sea and gluon PDFs, respectively.

The xa f form dominates at low x; in this region, the PDFs may be related to the high energy parton–
proton scattering amplitudes, which can be calculated using the tools of Regge theory. This scenario predicts
such a simple power–like form, with the precise value of the power a f being related to the leading Regge
trajectory that is exchanged; for non–singlet distributions (e.g. the valence quarks) this predicts a f ⇠ 0.5
and for singlet distributions (e.g. the gluon and the sea) this predicts a f ⇠ 0.
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in terms of the following set of basis functions for quark and antiquark PDFs:

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

∆S(x,Q
2
0) =

(

d̄− ū
)

(x,Q2
0) (7)

s+(x,Q2
0) = (s+ s̄) (x,Q2

0)

s−(x,Q2
0) = (s− s̄) (x,Q2

0) ,

and then the gluon PDF g(x,Q2
0). This basis was chosen because it directly relates physical ob-

servables to PDFs, by making the leading order expression of some physical observables in terms
of the basis functions particularly simple: for example, T3 is directly related to the difference in
proton and deuteron deep-inelastic structure functions F p

2 − F d
2 , and ∆S is simply expressed in

terms of Drell-Yan production in proton-proton and proton-deuteron collisions, for which there
is data for example from the E866 experiment.

With the widening of the experimental dataset in NNPDF3.0, there is little reason to favor
any particular PDF combination based on data, and thus we prefer to choose the basis that
diagonalizes the DGLAP evolution equations. We emphasize that the only purpose of such
choices is to speed up the minimization while leaving results unaffected: independence of our
results of this basis change will be checked explicitly in Sects. 4.5.3 and 5 below. The default
basis in the NNPDF3.0 fits is thus

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

T8(x,Q
2
0) =

(

u+ ū+ d+ d̄− 2s− 2s̄
)

(x,Q2
0) (8)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

V3(x,Q
2
0) =

(

u− ū− d+ d̄
)

(x,Q2
0)

V8(x,Q
2
0) =

(

u− ū+ d− d̄− 2s+ 2s̄
)

(x,Q2
0),

and of course the gluon. Here, as in previous NNPDF fits, we do not introduce an independent
parametrization for the charm and anticharm PDFs (intrinsic charm). However we do plan to
do it in the near future.

As in all previous NNPDF fits, each basis PDF at the reference scale is parametrized in terms
of a neural network (specifically a multi-layer feed-forward perceptron) times a preprocessing
factor:

fi(x,Q0) = Aif̂i(x,Q0); f̂i(x,Q0) = x−αi(1− x)βi NNi(x) (9)

where Ai is an overall normalization constant, and fi and f̂i denote the normalized and un-
normalized PDF respectively. The preprocessing term x−αi(1−x)βi is simply there to speed up
the minimization, without biasing the fit. We now discuss the overall normalizations Ai, while
the preprocessing will be addressed in Sect. 3.2.2 below.

Out of the seven normalization constants, Ai in Eq. (9), three can be constrained by the
valence sum rules (for up, down and strange quarks) and another by the momentum sum rule.
Which particular combinations depends of course of the choice of basis. With the default
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CT, MSHT…

NNPDF

• All lead to different results. Better understanding/comparison clearly needed.

Figure 3.4. Comparison between the reduced PDF fits from the three groups, in the same format as in Fig. 3.1.
For the three groups, PDF errors correspond to 1� intervals. In the left panels, PDFs are displayed normalised to the
central value of the MSHT20 reduced PDF set.

to identify specific datasets causing observed differences by comparing the reduced fits at the level of the
dataset-by-dataset individual �

2. To separate the effects of differences in theory predictions from other
sources, the �

2 values for each common experiment of the three fits can be compared using a fixed PDF
parametrisation, specifically by adopting the PDF4LHC15 NNLO set as the common input PDF set. Where
such differences were seen, data and theory predictions themselves were directly compared to identify the
origin of the differences.

We therefore begin by comparing the PDFs and uncertainties from three reduced fits in Fig. 3.4 using
the same format as in Fig. 3.1. In the left panels, PDFs are displayed normalised to the central value of the
MSHT20 reduced PDF set. The main message from this comparison is that there is good general agreement
between the three reduced fits, with the error bands of most flavours overlapping over the wide x range.
Starting with the gluon, we note that all three groups agree within uncertainties over the entirety of the
x range. This finding strongly suggests that differences in the high-x gluon shape between the global fits
and relative to the reduced fits are driven by the datasets included. This region is investigated further in
App. C.2, and a further independent analysis is performed in App. D by examining the �

2 pulls of individual
experiments using the L2 sensitivity. The three singlet PDFs are also in very good agreement for all x.
The strangeness is also largely consistent, albeit the NNPDF3.1 central reduced fit is notably high around
10�2 . x . 10�1, though this difference is within the overlap of the respective PDF uncertainties. The
origin of the different trends in the strangeness PDF is further scrutinised in App. C.1 and App. D. The up
antiquark PDF is in good agreement between the MSHT and CT reduced fits over all x, the NNPDF reduced
fit ū, however, is lower than both MSHT and CT in the 10�2 . x . 10�1 region, signalling a difference in
the high-x flavour decomposition.

The relative 1� PDF uncertainties of the three reduced fits, displayed in the rightmost panels of Fig. 3.4,
turn out to be similar in size in regions with good data constraints. The agreement between the PDF
uncertainties for the gluon in x

⇠
> 10�2 among the three groups is particularly remarkable. For lower x

values, the NNPDF3.1 gluon uncertainty is smaller. This has an impact on the gg PDF luminosity, as will
be discussed later. The MSHT20 reduced fit displays larger uncertainties outside of these regions, i.e. where
constraints are lacking in the reduced fit — particularly at low x. A further examination of the uncertainties
of the reduced and global fits is ongoing and will be reported in the future.

In order to further identify any differences in the reduced fits, we examine their goodness-of-fit values
for each individual dataset, as given by �

2
/Npt. Before calculating these for the PDFs from the reduced fits

themselves, it is useful to compare the agreement between theory and data with a fixed PDF4LHC15 NNLO
parametrisation as the common input, i.e., in lieu of fitting. Table 3.2 indicates the values of the �

2
/Npt for

the measurements that enter the fits to the reduced datasets and listed in Table 3.1. The results are obtained
using the codes from each of the three groups, for the common theory settings listed in Sect. 3.1. Hence
this comparison is sensitive only to differences in the implementation of the various datasets or to differences
in the theoretical calculations performed by each group. In addition to the presented �

2 values, theoretical
predictions for individual data points using the same PDF4LHC15 set were compared, which allowed us to
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Global

Benchmark = 
similar data/settings
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• Comparing uncertainties of global PDF fits, 
find increasingly different results. Not just due 
to different data, but to methodology.

•  One (very) recent attempt: 

Understanding the Fitting Methodology
• Two distinct methodologies on the market to parameterising PDFs: Neural Nets (NNPDF) or 

Explicit Parameterisation (CT, MSHT). 

✦ MSHT: 52 free parameters in terms of 
Chebyshev polynomials.

Figure 2: As in Fig. 1, but at NLO.

of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1� 2xk, where we take k = 0.5.

In the MMHT14 study we took n = 4 in general, though used a slightly di↵erent parameteri-

sation for the gluon and used more limited parameterisations for d̄�ū and s�s̄ (‘s�’), since these

were less well constrained by data, whilst for similar reasons two of the s+ s̄ (‘s+’) Chebyshevs

and its low x power were tied to those of the light sea, S(x) = 2(ū(x)+ d̄(x))+s(x)+ s̄(x). How-

ever, with the substantial increase in the amount of LHC and other data included in MSHT20,

we can now extend the parameterisation of the PDFs significantly. We therefore take n = 6 by

default in MSHT20, allowing a fit of better than 1% precision over the vast majority of the x

range [47]. The MSHT20 set of input distributions are now1:

uV (x,Q
2

0
) = Au(1� x)⌘ux�u

 
1 +

6X

i=1

au,iTi(y(x))

!
(2)

dV (x,Q
2

0
) = Ad(1� x)⌘dx�d

 
1 +

6X

i=1

ad,iTi(y(x))

!
(3)

S(x,Q2

0
) = AS(1� x)⌘Sx�S

 
1 +

6X

i=1

aS,iTi(y(x))

!
(4)

1As is usual in PDF definitions, there is an implicit x preceding the input distributions in their definitions in
equations (2)-(8), so that they are in reality like the left-hand side of (1), this also applies to figures and other
uses throughout the rest of the paper.
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• Two important questions to address here:

s+(x,Q
2

0
) = As+(1� x)⌘s+x�S

 
1 +

6X

i=1

as+,iTi(y(x))

!
(5)

g(x,Q2

0
) = Ag(1� x)⌘gx�g

 
1 +

4X

i=1

ag,iTi(y(x))

!
+ Ag�(1� x)⌘g�x�g� (6)

s�(x,Q
2

0
) = As�(1� x)⌘s�(1� x/x0)x

�s� (7)

(d̄/ū)(x,Q2

0
) = A⇢(1� x)⌘⇢

 
1 +

6X

i=1

a⇢,iTi(y(x))

!
(8)

The departures from the general form in (1) with n = 6 come, as before, in the gluon, where

n = 4 but the additional term proportional to Ag� includes 3 additional parameters and allows

for a better fit to the small-x and Q
2 HERA data, as first shown in [48]. For s+ there are now

6 Chebyshev polynomials used and, whilst the high x power is separate from the sea, the low

x power remains set to the same value as the sea, �S. Meanwhile, there is still insu�cient data

to allow an extended parameterisation of the strangeness asymmetry, s�, so its form remains

that used in MMHT14, with x0 giving a switch between positive and negative values.

Finally, the major change in the PDF parameterisation comes in the first generation anti-

quark asymmetry. With MSHT20 we make the decision to now parameterise the ratio ⇢ = d̄/ū

rather than the di↵erence (d̄� ū) and we allow 6 Chebyshev polynomials for this ratio. There

is also no low x power for this ratio as we assume it must tend to a constant as x ! 0. This

allows for an improved central fit, whilst also giving a better description of the error bands on

the asymmetry in the very low x region, as illustrated later in Fig. 25 (left).

An analysis of the e↵ects of these changes on the global fit was performed. The main

improvements come from the extension of the d̄/ū to 6 Chebyshev polynomials, which enabled

an improvement in the global chi-squared of ���
2

tot
⇡ 20. Additionally extending the down

valence enabled the cumulative global chi-squared improvement to be ���
2

tot
⇡ 35, the gluon

extension moves this to ���
2

tot
⇡ 50, while finally the changes to the sea (S) and s+ result in

the total improvement of ���
2

tot
⇡ 75. More detail on each of the PDF distributions, and on

the improvements due to the changes in parameterisation, will be given later in Sections 5.3

and 8.1.

Overall, these changes in the input distribution represent an increase of 2 parameters for

each of the uV , dV , S, g, with an additional 4 parameters in the d̄/ū relative to the previous

asymmetry (⌘⇢ is free whilst ⌘� = ⌘S+2 in MMHT14), 4 further parameters in s+ and no change

in the s�. With the usual constraints on the integral of the valence quark distributions, the

conservation of total momentum, and the integral of the strangeness asymmetry (s�) set to 0,

we now have a total 52 parton parameters to fit, with the strong coupling ↵S(M2

Z
) also allowed

to be free when the best fit is obtained. A subset of these parameters are then formed into a

set of 32 eigenvectors (64 eigenvector directions) in the determination of the PDF uncertainty

bands, as described later in Section 5.3.
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★ Is such a fixed parameterisation flexible enough for LHC precision physics requirements?

★Are the PDF uncertainties appropriate?

4

✦ NNPDF: neural net with (in 
principle) many more free 
parameters.
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✦ Global fits give different errors in 
PDF4LHC21 benchmarking. NNPDF3.1 in 
general smaller errors.
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Figure 3.4. Comparison between the reduced PDF fits from the three groups, in the same format as in Fig. 3.1.
For the three groups, PDF errors correspond to 1� intervals. In the left panels, PDFs are displayed normalised to the
central value of the MSHT20 reduced PDF set.

to identify specific datasets causing observed differences by comparing the reduced fits at the level of the
dataset-by-dataset individual �

2. To separate the effects of differences in theory predictions from other
sources, the �

2 values for each common experiment of the three fits can be compared using a fixed PDF
parametrisation, specifically by adopting the PDF4LHC15 NNLO set as the common input PDF set. Where
such differences were seen, data and theory predictions themselves were directly compared to identify the
origin of the differences.

We therefore begin by comparing the PDFs and uncertainties from three reduced fits in Fig. 3.4 using
the same format as in Fig. 3.1. In the left panels, PDFs are displayed normalised to the central value of the
MSHT20 reduced PDF set. The main message from this comparison is that there is good general agreement
between the three reduced fits, with the error bands of most flavours overlapping over the wide x range.
Starting with the gluon, we note that all three groups agree within uncertainties over the entirety of the
x range. This finding strongly suggests that differences in the high-x gluon shape between the global fits
and relative to the reduced fits are driven by the datasets included. This region is investigated further in
App. C.2, and a further independent analysis is performed in App. D by examining the �

2 pulls of individual
experiments using the L2 sensitivity. The three singlet PDFs are also in very good agreement for all x.
The strangeness is also largely consistent, albeit the NNPDF3.1 central reduced fit is notably high around
10�2 . x . 10�1, though this difference is within the overlap of the respective PDF uncertainties. The
origin of the different trends in the strangeness PDF is further scrutinised in App. C.1 and App. D. The up
antiquark PDF is in good agreement between the MSHT and CT reduced fits over all x, the NNPDF reduced
fit ū, however, is lower than both MSHT and CT in the 10�2 . x . 10�1 region, signalling a difference in
the high-x flavour decomposition.

The relative 1� PDF uncertainties of the three reduced fits, displayed in the rightmost panels of Fig. 3.4,
turn out to be similar in size in regions with good data constraints. The agreement between the PDF
uncertainties for the gluon in x

⇠
> 10�2 among the three groups is particularly remarkable. For lower x

values, the NNPDF3.1 gluon uncertainty is smaller. This has an impact on the gg PDF luminosity, as will
be discussed later. The MSHT20 reduced fit displays larger uncertainties outside of these regions, i.e. where
constraints are lacking in the reduced fit — particularly at low x. A further examination of the uncertainties
of the reduced and global fits is ongoing and will be reported in the future.

In order to further identify any differences in the reduced fits, we examine their goodness-of-fit values
for each individual dataset, as given by �

2
/Npt. Before calculating these for the PDFs from the reduced fits

themselves, it is useful to compare the agreement between theory and data with a fixed PDF4LHC15 NNLO
parametrisation as the common input, i.e., in lieu of fitting. Table 3.2 indicates the values of the �

2
/Npt for

the measurements that enter the fits to the reduced datasets and listed in Table 3.1. The results are obtained
using the codes from each of the three groups, for the common theory settings listed in Sect. 3.1. Hence
this comparison is sensitive only to differences in the implementation of the various datasets or to differences
in the theoretical calculations performed by each group. In addition to the presented �

2 values, theoretical
predictions for individual data points using the same PDF4LHC15 set were compared, which allowed us to
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✦ And 4.0 methodology gives 
further errors reduction.

Figure 8.2. Same as Fig. 8.1 but showing the one-sigma relative uncertainties.

integrability of T3 is enforced when constraining the preprocessing, but would otherwise fail. The e↵ect of
the Lagrange multiplier is mostly to reduce somewhat the small-x uncertainties by removing some outliers.

90

Figure 8.2. Same as Fig. 8.1 but showing the one-sigma relative uncertainties.

integrability of T3 is enforced when constraining the preprocessing, but would otherwise fail. The e↵ect of
the Lagrange multiplier is mostly to reduce somewhat the small-x uncertainties by removing some outliers.

90

Benchmark = 
similar data/settings

PDF comparison
• Comparison/benchmarking of PDFs considered in PDF4LHC21 study. Fit representative subset 

of global dataset, unified between 3 global fits and with very close theory settings. Find:

• Different methodologies giving different results. Understanding this clearly important!



MSHT PDF Uncertainty
• Find global minimum of       and evaluate eigenvectors of Hessian matrix at this point.

• Parameter shifts corresponding to given           criteria given in terms of these
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Figure 6: The points (•) show ∆χ2
global as a function of the distance along each eigenvector

direction, t, defined in (49), for eigenvectors numbered 11–20 corresponding to the 10 largest
eigenvalues. The dashed curve is the ideal case, ∆χ2

global = t2.

41

5.3.1 Procedure to determine PDF uncertainties

If we have input parameters {a0
i
} = {a

0

1
, . . . , a

0

n
}, then we write

��
2

global
⌘ �

2

global
� �

2

min
=

nX

i,j=1

Hij(ai � a
0

i
)(aj � a

0

j
), (24)

where the Hessian matrix H has components

Hij =
1

2

@
2
�
2

global

@ai@aj

����
min

. (25)

The uncertainty on a quantity F ({ai}) is then obtained from standard linear error propagation:

�F = T

vuut
nX

i,j=1

@F

@ai
Cij

@F

@aj
, (26)

where C ⌘ H
�1 is the covariance matrix, and T =

q
��

2

global
is the “tolerance” for the required

confidence interval, usually defined to be T = 1 for 68% confidence level. We diagonalise the

covariance (or Hessian) matrix [161], and work in terms of the eigenvectors. The covariance

matrix has a set of normalised orthonormal eigenvectors vk defined by

nX

j=1

Cijvjk = �kvik, (27)

where �k is the k
th eigenvalue and vik is the i

th component of the k
th orthonormal eigenvector

(k = 1, . . . , n). The parameter displacements from the global minimum are expanded in terms

of rescaled eigenvectors eik ⌘
p
�kvik:

�ai ⌘ ai � a
0

i
=

X

k

eikzk, (28)

i.e. the zk are the coe�cients when we express a change in parameters away from their best

fit values in terms of the rescaled eigenvectors, and a change in parameters corresponding to

��
2

global
= 1 corresponds to zk = 1. This results in the simplification

�
2

global
= �

2

min
+
X

k

z
2

k
. (29)

Eigenvector PDF sets S±
k
are then produced with parameters given by

ai(S
±
k
) = a

0

i
± t eik, (30)
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T = 1

★Complete statistical compatibility between multiple datasets entering fit.

★Completely faithful evaluation of experimental uncertainties within each dataset.

★Theoretical calculations that match these exactly.

6



•               : `textbook’ criterion for 68% C.L., would apply if:
<latexit sha1_base64="f7POnWcIRqgrTEkrVJ/U2xFafPI=">AAAB6nicdVBNSwMxEJ2tX7V+VT16CRbBU8kWWduDUPDisWK/oF1KNk3b0Gx2SbJCWfoTvHhQxKu/yJv/xmxbQUUfDDzem2FmXhALrg3GH05ubX1jcyu/XdjZ3ds/KB4etXWUKMpaNBKR6gZEM8ElaxluBOvGipEwEKwTTK8zv3PPlOaRbJpZzPyQjCUfcUqMle6aV+6gWMJlbOF5KCNuFbuW1GrVSqWG3IWFcQlWaAyK7/1hRJOQSUMF0brn4tj4KVGGU8HmhX6iWUzolIxZz1JJQqb9dHHqHJ1ZZYhGkbIlDVqo3ydSEmo9CwPbGRIz0b+9TPzL6yVmVPVTLuPEMEmXi0aJQCZC2d9oyBWjRswsIVRxeyuiE6IINTadgg3h61P0P2lXyq5X9m4vSvX6Ko48nMApnIMLl1CHG2hACyiM4QGe4NkRzqPz4rwuW3POauYYfsB5+wT7XI2g</latexit>

T = 1

★Complete statistical compatibility between multiple datasets entering fit.

★Completely faithful evaluation of experimental uncertainties within each dataset.

★Theoretical calculations that match these exactly.

<latexit sha1_base64="cd4y0sKL8U4JSCfaGsP+n9pYw5I=">AAACAnicdVBNSwMxEM36WevXqifxEiyCF0u61W29iV48iYKthbaUbJpqaLK7JLNCWYoX/4oXD4p49Vd489+YbSuo6IOBx3szycwLYikMEPLhTE3PzM7N5xbyi0vLK6vu2nrdRIlmvMYiGelGQA2XIuQ1ECB5I9acqkDyq6B/kvlXt1wbEYWXMIh5W9HrUPQEo2Cljrt51klbWuEuBfsKDFtGKHxA9nzScQukeFj1vQMPkyIhFa/sZ8Sr7HtlXLJKhgKa4Lzjvre6EUsUD4FJakyzRGJop1SDYJIP863E8JiyPr3mTUtDqrhpp6MThnjHKl3ci7StEPBI/T6RUmXMQAW2U1G4Mb+9TPzLaybQq7ZTEcYJ8JCNP+olEkOEszxwV2jOQA4soUwLuytmN1RTBja1vA3h61L8P6l7xZJf9C/2C0fHkzhyaAtto11UQhV0hE7ROaohhu7QA3pCz8698+i8OK/j1ilnMrOBfsB5+wQQq5aX</latexit>

Ndataset ⇠ 50� 60

• Good evidence that first two points do not always hold, 
while last point known not be true (though progress 
towards missing higher order uncertainties made).

• Equally possible that parameterisation inflexibility may require this. Does it? To see we will present results 
of ‘closure tests’…

• Given complete statistical compatibility, global PDF fit very constraining. Danger is claimed (high) precision 
will increasingly not match accuracy with            . Motivates enlarged tolerance            (more later).

<latexit sha1_base64="ZKXYPGcU+Olay4BXH08zLgLUpVM=">AAACAnicdVDLSgMxFM34rPU16krcBIvgxpIptba7ohtXUsE+oC1DJs20oUlmSDJCGYobf8WNC0Xc+hXu/BvTh6CiF5J7OOde7r0niDnTBqEPZ2FxaXllNbOWXd/Y3Np2d3YbOkoUoXUS8Ui1AqwpZ5LWDTOctmJFsQg4bQbDi4nevKVKs0jemFFMuwL3JQsZwcZSvrt/5acdJWBs9LijmYBFhNDJqf18N4fyNqNSCU6AV0aeBZVKuVCoQG8qIZQD86j57nunF5FEUGkIx1q3PRSbboqVYYTTcbaTaBpjMsR92rZQYkF1N52eMIZHlunBMFL2SQOn7PeOFAutRyKwlQKbgf6tTci/tHZiwnI3ZTJODJVkNihMODQRnPgBe0xRYvjIAkwUs7tCMsAKE2Ndy1oTvi6F/4NGIe+V8qXrYq56PrcjAw7AITgGHjgDVXAJaqAOCLgDD+AJPDv3zqPz4rzOShecec8e+BHO2yfDLJW/</latexit>

Npts ⇠ 4000� 5000

<latexit sha1_base64="f7POnWcIRqgrTEkrVJ/U2xFafPI=">AAAB6nicdVBNSwMxEJ2tX7V+VT16CRbBU8kWWduDUPDisWK/oF1KNk3b0Gx2SbJCWfoTvHhQxKu/yJv/xmxbQUUfDDzem2FmXhALrg3GH05ubX1jcyu/XdjZ3ds/KB4etXWUKMpaNBKR6gZEM8ElaxluBOvGipEwEKwTTK8zv3PPlOaRbJpZzPyQjCUfcUqMle6aV+6gWMJlbOF5KCNuFbuW1GrVSqWG3IWFcQlWaAyK7/1hRJOQSUMF0brn4tj4KVGGU8HmhX6iWUzolIxZz1JJQqb9dHHqHJ1ZZYhGkbIlDVqo3ydSEmo9CwPbGRIz0b+9TPzL6yVmVPVTLuPEMEmXi0aJQCZC2d9oyBWjRswsIVRxeyuiE6IINTadgg3h61P0P2lXyq5X9m4vSvX6Ko48nMApnIMLl1CHG2hACyiM4QGe4NkRzqPz4rwuW3POauYYfsB5+wT7XI2g</latexit>

T = 1
<latexit sha1_base64="l9kYSIkQ3Yt4MzJChyDzlBTIb9Q=">AAAB7HicdVBNS8NAEJ3Ur1q/qh69LBbBU0mKxPYiRS8eKzRtoQ1ls920SzebsLsRSuhv8OJBEa/+IG/+GzdtBRV9MPB4b4aZeUHCmdK2/WEV1tY3NreK26Wd3b39g/LhUUfFqSTUIzGPZS/AinImqKeZ5rSXSIqjgNNuML3J/e49lYrFoq1nCfUjPBYsZARrI3ltdIWcYbliV20D10U5ceq2Y0ijUa/VGshZWLZdgRVaw/L7YBSTNKJCE46V6jt2ov0MS80Ip/PSIFU0wWSKx7RvqMARVX62OHaOzowyQmEsTQmNFur3iQxHSs2iwHRGWE/Uby8X//L6qQ7rfsZEkmoqyHJRmHKkY5R/jkZMUqL5zBBMJDO3IjLBEhNt8imZEL4+Rf+TTq3quFX37qLSvF7FUYQTOIVzcOASmnALLfCAAIMHeIJnS1iP1ov1umwtWKuZY/gB6+0TqcKN9w==</latexit>

T > 1
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G. Watt and R. Thorne, arXiv:1205.4024
J. Pumplin, arXiv:0909.0268

M. Yan et al., arXiv.2406.01664

K. Kovarich et al., arXiv.1905.06957

39

FIG. 9 Probability distributions in the e↵ective Gaussian variable SE for �2 values of the fitted data sets from the NNLO fits
CT14HERA2, MMHT’2014, NNPDF3.0, and NNPDF3.1.
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Fixed target, DIS, Tevatron, LHC

• Further evidence of this as part of our new study 
(Backup).



Global Closure Test
• Global Closure Test: generate pseudodata corresponding to global dataset with a particular input PDF set 

and perform usual MSHT fit to this. Then determine how faithfully underlying input is reproduced.

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.

10

NNPDF, arXiv:2109.02653

• To do this we will make use of publicly available NNPDF fitting code.
https://docs.nnpdf.science/

PDFs at input 
scale Q0

<latexit sha1_base64="Ym2/5j5Zve8m0eilrMX6fZGUePo=">AAAB6nicbVDLSsNAFL2pr1pfUZduBovgqiRWfOwKbly2aB/QhjKZTtqhk0mYmQgl9BPcuFDErV/kzr9xkgZR64ELh3Pu5d57/JgzpR3n0yqtrK6tb5Q3K1vbO7t79v5BR0WJJLRNIh7Jno8V5UzQtmaa014sKQ59Trv+9Cbzuw9UKhaJez2LqRfisWABI1gb6a41dIZ21ak5OdAycQtShQLNof0xGEUkCanQhGOl+q4Tay/FUjPC6bwySBSNMZniMe0bKnBIlZfmp87RiVFGKIikKaFRrv6cSHGo1Cz0TWeI9UT99TLxP6+f6ODKS5mIE00FWSwKEo50hLK/0YhJSjSfGYKJZOZWRCZYYqJNOpU8hOsMF98vL5POWc2t1+qt82qjUcRRhiM4hlNw4RIacAtNaAOBMTzCM7xY3HqyXq23RWvJKmYO4Res9y/m4Y2t</latexit>

Theory 
predictions

Pseudodata

<latexit sha1_base64="VpScj38oj1dcIpDZubrvPa1Ey/I=">AAAB7XicbVBNTwIxEJ3FL8Qv1KOXRmLiiewSgx6JXjxi4gIJrKRbulDptpu2a0I2/AcvHjTGq//Hm//GAntQ8CWTvLw3k5l5YcKZNq777RTW1jc2t4rbpZ3dvf2D8uFRS8tUEeoTyaXqhFhTzgT1DTOcdhJFcRxy2g7HNzO//USVZlLcm0lCgxgPBYsYwcZKrR4ZsYdav1xxq+4caJV4OalAjma//NUbSJLGVBjCsdZdz01MkGFlGOF0WuqlmiaYjPGQdi0VOKY6yObXTtGZVQYoksqWMGiu/p7IcKz1JA5tZ4zNSC97M/E/r5ua6CrImEhSQwVZLIpSjoxEs9fRgClKDJ9Ygoli9lZERlhhYmxAJRuCt/zyKmnVql69Wr+7qDSu8ziKcAKncA4eXEIDbqEJPhB4hGd4hTdHOi/Ou/OxaC04+cwx/IHz+QMq747h</latexit>

�2

NNPDF4.0

NNPDF4.0

• This allows us to evaluate corresponding fit quality with a (MSHT) fixed parameterisation, but to 
NNPDF data/theory - only difference is input parameterisation.

• Will use for closure tests (though not essential) - but setting things up in this way will allow direct 
comparison at level of full fit.
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• For direct comparison will consider perturbative charm - NNPDF4.0pch set as input.

• Then generate unshifted pseudodata for 4.0 global dataset (                     ). In principle 
exact agreement possible, with              .

• Then perform fit with default MSHT parameterisation. What do we find?

Always NNLO

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.

10NNPDF, arXiv:2109.02653

<latexit sha1_base64="t/JErmQJm+BROiHiWM1KK3aLQ6U=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBbBU0lKab0IRS+epIK1hTaEzXbTLt1Nwu6mUEL/iRcPinj1n3jz37htc9DWBwOP92aYmRcknCntON9WYWNza3unuFva2z84PLKPT55UnEpC2yTmsewGWFHOItrWTHPaTSTFIuC0E4xv535nQqVicfSopwn1BB5GLGQEayP5tn3vZ30pUKLV7LpWrzZ8u+xUnAXQOnFzUoYcLd/+6g9ikgoaacKxUj3XSbSXYakZ4XRW6qeKJpiM8ZD2DI2woMrLFpfP0IVRBiiMpalIo4X6eyLDQqmpCEynwHqkVr25+J/XS3V45WUsSlJNI7JcFKYc6RjNY0ADJinRfGoIJpKZWxEZYYmJNmGVTAju6svr5KlaceuV+kOt3LzJ4yjCGZzDJbjQgCbcQQvaQGACz/AKb1ZmvVjv1seytWDlM6fwB9bnDzNGkr0=</latexit>

Npts = 4627
<latexit sha1_base64="XjcElEiRWyw5sqrPDrjjVfGoxKs=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0g0YsQ9OIxgnlAsobZSW8yZHZ2nZkVQshPePGgiFd/x5t/4yTZgyYWNBRV3XR3BYng2rjut7Oyura+sZnbym/v7O7tFw4OGzpOFcM6i0WsWgHVKLjEuuFGYCtRSKNAYDMY3kz95hMqzWN5b0YJ+hHtSx5yRo2VWh024A/lK7dbKLoldwayTLyMFCFDrVv46vRilkYoDRNU67bnJsYfU2U4EzjJd1KNCWVD2se2pZJGqP3x7N4JObVKj4SxsiUNmam/J8Y00noUBbYzomagF72p+J/XTk146Y+5TFKDks0XhakgJibT50mPK2RGjCyhTHF7K2EDqigzNqK8DcFbfHmZNMolr1Kq3J0Xq9dZHDk4hhM4Aw8uoAq3UIM6MBDwDK/w5jw6L8678zFvXXGymSP4A+fzBx6Nj2I=</latexit>

�2 = 0

Fit quality:

<latexit sha1_base64="4CeJ3PnBc+oQG9FqQuSo8kBqFSs=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4KplBxnZXdOOygn1AO5ZMmmljM8mQZIQy9B/cuFDErf/jzr8x01ZQ0QMXDufcy733hAln2iD04RRWVtfWN4qbpa3tnd298v5BW8tUEdoikkvVDbGmnAnaMsxw2k0UxXHIaSecXOZ+554qzaS4MdOEBjEeCRYxgo2V2n0yZrfeoFxBVWTh+zAnbg25ltTrNc+rQ3duIVQBSzQH5ff+UJI0psIQjrXuuSgxQYaVYYTTWamfappgMsEj2rNU4JjqIJtfO4MnVhnCSCpbwsC5+n0iw7HW0zi0nTE2Y/3by8W/vF5qolqQMZGkhgqyWBSlHBoJ89fhkClKDJ9agoli9lZIxlhhYmxAJRvC16fwf9L2qq5f9a/PKo2LZRxFcASOwSlwwTlogCvQBC1AwB14AE/g2ZHOo/PivC5aC85y5hD8gPP2CYI0jx4=</latexit>

�2
<latexit sha1_base64="qSRs1zRCDXd5+8wZqVg4hMbE3w0=">AAAB+3icdVDLSsNAFJ34rPUV69LNYBFc1aRIbHdFN66kgn1AE8NkOmmHTiZhZiKWkF9x40IRt/6IO//GSVtBRQ9cOJxzL/feEySMSmVZH8bS8srq2nppo7y5tb2za+5VujJOBSYdHLNY9AMkCaOcdBRVjPQTQVAUMNILJheF37sjQtKY36hpQrwIjTgNKUZKS75ZcfGY3tZPrvzMFRFMlMx9s2rVLA3HgQWxG5atSbPZqNeb0J5ZllUFC7R9890dxjiNCFeYISkHtpUoL0NCUcxIXnZTSRKEJ2hEBppyFBHpZbPbc3iklSEMY6GLKzhTv09kKJJyGgW6M0JqLH97hfiXN0hV2PAyypNUEY7ni8KUQRXDIgg4pIJgxaaaICyovhXiMRIIKx1XWYfw9Sn8n3TrNdupOden1db5Io4SOACH4BjY4Ay0wCVogw7A4B48gCfwbOTGo/FivM5bl4zFzD74AePtE8HNlE0=</latexit>

�2/Npts
<latexit sha1_base64="i7qnNarNfJVmQ4kPWcSN4bXNGS4=">AAAB6nicdVDLSgNBEOyNrxhfUY9eBoPgaZkNYU1uQS8eI5oHJEuYncwmQ2YfzMwKYcknePGgiFe/yJt/42wSQUULGoqqbrq7/ERwpTH+sApr6xubW8Xt0s7u3v5B+fCoo+JUUtamsYhlzyeKCR6xtuZasF4iGQl9wbr+9Cr3u/dMKh5Hd3qWMC8k44gHnBJtpNuqXRuWK9jGBq6LcuLUsWNIo1GvVhvIWVgYV2CF1rD8PhjFNA1ZpKkgSvUdnGgvI1JzKti8NEgVSwidkjHrGxqRkCkvW5w6R2dGGaEglqYijRbq94mMhErNQt90hkRP1G8vF//y+qkO6l7GoyTVLKLLRUEqkI5R/jcaccmoFjNDCJXc3IrohEhCtUmnZEL4+hT9TzpV23Ft96ZWaV6u4ijCCZzCOThwAU24hha0gcIYHuAJni1hPVov1uuytWCtZo7hB6y3T7XrjXQ=</latexit>

2.4

• Remarkably good! In fact lower than reported result of NNPDF L0 closure test.

L. Del Debbio, T. Giani and 
M. Wilson, arXiv:2111.05787

<latexit sha1_base64="qSRs1zRCDXd5+8wZqVg4hMbE3w0=">AAAB+3icdVDLSsNAFJ34rPUV69LNYBFc1aRIbHdFN66kgn1AE8NkOmmHTiZhZiKWkF9x40IRt/6IO//GSVtBRQ9cOJxzL/feEySMSmVZH8bS8srq2nppo7y5tb2za+5VujJOBSYdHLNY9AMkCaOcdBRVjPQTQVAUMNILJheF37sjQtKY36hpQrwIjTgNKUZKS75ZcfGY3tZPrvzMFRFMlMx9s2rVLA3HgQWxG5atSbPZqNeb0J5ZllUFC7R9890dxjiNCFeYISkHtpUoL0NCUcxIXnZTSRKEJ2hEBppyFBHpZbPbc3iklSEMY6GLKzhTv09kKJJyGgW6M0JqLH97hfiXN0hV2PAyypNUEY7ni8KUQRXDIgg4pIJgxaaaICyovhXiMRIIKx1XWYfw9Sn8n3TrNdupOden1db5Io4SOACH4BjY4Ay0wCVogw7A4B48gCfwbOTGo/FivM5bl4zFzD74AePtE8HNlE0=</latexit>

�2/Npts

3.1 meth. 4.0 meth.

<latexit sha1_base64="Q4pfifA1bjiRZmR27L9Bp3//a8c=">AAAB7XicdZDLSgMxFIYz9VbrrerSTbAIrkqm6Njuim5cVrAXaIeSSTNtbCYZkoxQhr6DGxeKuPV93Pk2ZqYVVPRA4OP/zyHn/EHMmTYIfTiFldW19Y3iZmlre2d3r7x/0NEyUYS2ieRS9QKsKWeCtg0znPZiRXEUcNoNpleZ372nSjMpbs0spn6Ex4KFjGBjpQ6qIoTOh+VKDsjzYAZuHbkWGo16rdaAbm4hVAHLag3L74ORJElEhSEca913UWz8FCvDCKfz0iDRNMZkise0b1HgiGo/zbedwxOrjGAolX3CwFz9PpHiSOtZFNjOCJuJ/u1l4l9ePzFh3U+ZiBNDBVl8FCYcGgmz0+GIKUoMn1nARDG7KyQTrDAxNqCSDeHrUvg/dGpV16t6N2eV5uUyjiI4AsfgFLjgAjTBNWiBNiDgDjyAJ/DsSOfReXFeF60FZzlzCH6U8/YJ/6qOIQ==</latexit>

0.0005

<latexit sha1_base64="dkxm6AgQFhfUXu8erJKC6f7Bo3o=">AAAB7HicdVBNSwMxEJ2tX7V+VT16CRbBU8kuUttb0YvHCvYD2qVk02wbms0uSVYoS3+DFw+KePUHefPfmG0rqOjAMI/3ZpiZFySCa4Pxh1NYW9/Y3Cpul3Z29/YPyodHHR2nirI2jUWsegHRTHDJ2oYbwXqJYiQKBOsG0+tc794zpXks78wsYX5ExpKHnBJjqTauYuwNy5W8YlyroRy4dexa0GjUPa+B3IWEcQVW0RqW3wejmKYRk4YKonXfxYnxM6IMp4LNS4NUs4TQKRmzvoWSREz72eLYOTqzzAiFsbIpDVqw3ycyEmk9iwLbGREz0b+1nPxL66cmrPsZl0lqmKTLRWEqkIlR/jkaccWoETMLCFXc3orohChCjfWnZE34+hT9Dzpe1a1Va7cXlebVyo4inMApnIMLl9CEG2hBGyhweIAneHak8+i8OK/L1oKzmjmGH+G8fQKMhI3k</latexit>

0.002
<latexit sha1_base64="Jf2/8XkEzod6SZlYNSyRrgpkMjQ=">AAAB7HicdVBNS8NAEJ3Ur1q/qh69LBbBU0mCxPZW9OKxgmkLbSib7aZdutmE3Y1QQn+DFw+KePUHefPfuGkrqOiDZR/vzTAzL0w5U9q2P6zS2vrG5lZ5u7Kzu7d/UD086qgkk4T6JOGJ7IVYUc4E9TXTnPZSSXEcctoNp9eF372nUrFE3OlZSoMYjwWLGMHaSL5dtx13WK2Z38DzUEGchu0Y0mw2XLeJnIVl2zVYoT2svg9GCcliKjThWKm+Y6c6yLHUjHA6rwwyRVNMpnhM+4YKHFMV5Itl5+jMKCMUJdI8odFC/d6R41ipWRyayhjrifrtFeJfXj/TUSPImUgzTQVZDooyjnSCisvRiElKNJ8ZgolkZldEJlhiok0+FRPC16Xof9Jx645X924vaq2rVRxlOIFTOAcHLqEFN9AGHwgweIAneLaE9Wi9WK/L0pK16jmGH7DePgGOCY3l</latexit>

0.012

• Caveat: only one input set, may well be different (not quite as good) for others. Trend should be similar.

• But apparently no issue with parameterisation inflexibility in this case. But what about PDFs?

9



• Ratio of (NNPDF4.0pch) input to fit result, including PDF uncertainties with                          that 
come from the closure test fit. Latter is ~ result of dynamic tolerance used in MSHT20 (checked here).

<latexit sha1_base64="dAoX5lknUNqW0kJui7Nz1XeF26E=">AAAB+XicbVBNS8NAEJ34WetX1KOXxUbwVJIeqheh6MVjhX5BG8tmu2mXbjZhd1Moof/EiwdFvPpPvPlv3LY5aOuDgcd7M8zMCxLOlHbdb2tjc2t7Z7ewV9w/ODw6tk9OWypOJaFNEvNYdgKsKGeCNjXTnHYSSXEUcNoOxvdzvz2hUrFYNPQ0oX6Eh4KFjGBtpL5tO42nyq3nICwGyPFcp2+X3LK7AFonXk5KkKPet796g5ikERWacKxU13MT7WdYakY4nRV7qaIJJmM8pF1DBY6o8rPF5TN0aZQBCmNpSmi0UH9PZDhSahoFpjPCeqRWvbn4n9dNdXjjZ0wkqaaCLBeFKUc6RvMY0IBJSjSfGoKJZOZWREZYYqJNWEUTgrf68jppVcpetVx9rJRqd3kcBTiHC7gCD66hBg9QhyYQmMAzvMKblVkv1rv1sWzdsPKZM/gD6/MHkumRCg==</latexit>

T 2 = 1 and 10

★Deviation in general (in data region) per mille level and well within the              uncertainties.
<latexit sha1_base64="xRMgIMRya458ElzNwW4gfD7m/rg=">AAAB7HicbVBNSwMxEJ31s9avqkcvwSJ4KrtFqheh6MVjhW5baNeSTbNtaDZZkqxQlv4GLx4U8eoP8ua/MW33oK0PBh7vzTAzL0w408Z1v5219Y3Nre3CTnF3b//gsHR03NIyVYT6RHKpOiHWlDNBfcMMp51EURyHnLbD8d3Mbz9RpZkUTTNJaBDjoWARI9hYyW8+Vm+8fqnsVtw50CrxclKGHI1+6as3kCSNqTCEY627npuYIMPKMMLptNhLNU0wGeMh7VoqcEx1kM2PnaJzqwxQJJUtYdBc/T2R4VjrSRzazhibkV72ZuJ/Xjc10XWQMZGkhgqyWBSlHBmJZp+jAVOUGD6xBBPF7K2IjLDCxNh8ijYEb/nlVdKqVrxapfZwWa7f5nEU4BTO4AI8uII63EMDfCDA4Ble4c0Rzovz7nwsWtecfOYE/sD5/AHK+I4J</latexit>

T 2 = 1
Similar results for 
other quarks - see 
backup
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In data region input PDF matched very well, and much better than               uncertainties. No evidence 
that the increased tolerance is driven by parameterisation inflexibility for MSHT.

<latexit sha1_base64="kz2YSpQAEUpEVeWQJWi16XxqFsg=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1ZMUvHisYD+gDWWz3bRLN7thd6KU0J/hxYMiXv013vw3btsctPXBwOO9GWbmhYngBj3v2ymsrW9sbhW3Szu7e/sH5cOjllGppqxJlVC6ExLDBJesiRwF6ySakTgUrB2Ob2d++5Fpw5V8wEnCgpgMJY84JWilbk/z4QiJ1uqpX654VW8Od5X4OalAjka//NUbKJrGTCIVxJiu7yUYZEQjp4JNS73UsITQMRmyrqWSxMwE2fzkqXtmlYEbKW1LojtXf09kJDZmEoe2MyY4MsveTPzP66YYXQcZl0mKTNLFoigVLip39r874JpRFBNLCNXc3urSEdGEok2pZEPwl19eJa2Lql+r1u4vK/WbPI4inMApnIMPV1CHO2hAEygoeIZXeHPQeXHenY9Fa8HJZ47hD5zPH8UZkZQ=</latexit>! <latexit sha1_base64="xRMgIMRya458ElzNwW4gfD7m/rg=">AAAB7HicbVBNSwMxEJ31s9avqkcvwSJ4KrtFqheh6MVjhW5baNeSTbNtaDZZkqxQlv4GLx4U8eoP8ua/MW33oK0PBh7vzTAzL0w408Z1v5219Y3Nre3CTnF3b//gsHR03NIyVYT6RHKpOiHWlDNBfcMMp51EURyHnLbD8d3Mbz9RpZkUTTNJaBDjoWARI9hYyW8+Vm+8fqnsVtw50CrxclKGHI1+6as3kCSNqTCEY627npuYIMPKMMLptNhLNU0wGeMh7VoqcEx1kM2PnaJzqwxQJJUtYdBc/T2R4VjrSRzazhibkV72ZuJ/Xjc10XWQMZGkhgqyWBSlHBmJZp+jAVOUGD6xBBPF7K2IjLDCxNh8ijYEb/nlVdKqVrxapfZwWa7f5nEU4BTO4AI8uII63EMDfCDA4Ble4c0Rzovz7nwsWtecfOYE/sD5/AHK+I4J</latexit>
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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✦ Find we pass ‘fluctuated’ closure test equally well. Agreement less good in very high    extrapolation region, 
though better with MC replica error propagation (Backup).

<latexit sha1_base64="vtUhjvouiS6k76ttA9H6+OxdfEI=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY9ELx4hkUcCGzI79MLI7OxmZtZICF/gxYPGePWTvPk3DrAHBSvppFLVne6uIBFcG9f9dnJr6xubW/ntws7u3v5B8fCoqeNUMWywWMSqHVCNgktsGG4EthOFNAoEtoLR7cxvPaLSPJb3ZpygH9GB5CFn1Fip/tQrltyyOwdZJV5GSpCh1it+dfsxSyOUhgmqdcdzE+NPqDKcCZwWuqnGhLIRHWDHUkkj1P5kfuiUnFmlT8JY2ZKGzNXfExMaaT2OAtsZUTPUy95M/M/rpCa89idcJqlByRaLwlQQE5PZ16TPFTIjxpZQpri9lbAhVZQZm03BhuAtv7xKmhdlr1Ku1C9L1ZssjjycwCmcgwdXUIU7qEEDGCA8wyu8OQ/Oi/PufCxac042cwx/4Hz+AOnLjQc=</latexit>x
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Figure 25: As in Fig. 3 but also showing the ratio of the NNPDF4.0 (perturbative charm) input to the fit result
with the number of Chebyshev polynomials fixed to 2 and 4 (i.e. reduced by 4 and 2, respectively, for each PDF in
comparison to the default).
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Figure 25: As in Fig. 3 but also showing the ratio of the NNPDF4.0 (perturbative charm) input to the fit result
with the number of Chebyshev polynomials fixed to 2 and 4 (i.e. reduced by 4 and 2, respectively, for each PDF in
comparison to the default).
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• Note this level of agreement is not automatic! Need flexible enough parameterisation: restricting number 
of free parameters gives much poorer agreement.

<latexit sha1_base64="2gF85a3c17N63gQu+r+5Iqjt8ng=">AAAB/3icdVDLSsNAFJ3UV62vqODGzWAR3FiSILFdCEU3rqSCfUATwmQyaYdOHsxMhBK78FfcuFDErb/hzr9x0lZQ0QMXDufcy733+CmjQhrGh1ZaWFxaXimvVtbWNza39O2djkgyjkkbJyzhPR8JwmhM2pJKRnopJyjyGen6o4vC794SLmgS38hxStwIDWIaUoykkjx9zwkIkwheebnDI5giPjk7Ni1Prxo1Q8G2YUHMumEq0mjULasBzallGFUwR8vT350gwVlEYokZEqJvGql0c8QlxYxMKk4mSIrwCA1IX9EYRUS4+fT+CTxUSgDDhKuKJZyq3ydyFAkxjnzVGSE5FL+9QvzL62cyrLs5jdNMkhjPFoUZgzKBRRgwoJxgycaKIMypuhXiIeIISxVZRYXw9Sn8n3SsmmnX7OuTavN8HkcZ7IMDcARMcAqa4BK0QBtgcAcewBN41u61R+1Fe521lrT5zC74Ae3tE+FElWU=</latexit>

�Npar = �12

<latexit sha1_base64="UMJ5N24rQvakAgOUo14RmwbFKoA=">AAAB/3icdVDLSsNAFJ3UV62vqODGzWAR3BjStKZ1IRTduJIK9gFNCJPptB06eTAzEUrswl9x40IRt/6GO//GSVtBRQ9cOJxzL/fe48eMCmmaH1puYXFpeSW/Wlhb39jc0rd3WiJKOCZNHLGId3wkCKMhaUoqGenEnKDAZ6Ttjy4yv31LuKBReCPHMXEDNAhpn2IkleTpe06PMInglZc6PIAx4pOzY6vi6UXTOK3Z1okFTcM0q1bZzohVrVhlWFJKhiKYo+Hp704vwklAQokZEqJbMmPppohLihmZFJxEkBjhERqQrqIhCohw0+n9E3iolB7sR1xVKOFU/T6RokCIceCrzgDJofjtZeJfXjeR/Zqb0jBOJAnxbFE/YVBGMAsD9ignWLKxIghzqm6FeIg4wlJFVlAhfH0K/yctyyjZhn1dKdbP53HkwT44AEegBKqgDi5BAzQBBnfgATyBZ+1ee9RetNdZa06bz+yCH9DePgHxdZVv</latexit>

�Npar = �24

<latexit sha1_base64="W1RyrMkJqUzVBH5hMs9PsGxMZ9g=">AAAB9XicdVDLSgMxFM3UV62vqks3wSK4GjK1U9uFUHTjSirYB7RjyaSZNjSZGZKMUob+hxsXirj1X9z5N6YPQUUPXDiccy/33uPHnCmN0IeVWVpeWV3Lruc2Nre2d/K7e00VJZLQBol4JNs+VpSzkDY005y2Y0mx8Dlt+aOLqd+6o1KxKLzR45h6Ag9CFjCCtZFur3ppVwoYYzk5c4u9fAHZ1SoqOVWIbBehYqVsCDopVlwXOjaaoQAWqPfy791+RBJBQ004VqrjoFh7KZaaEU4nuW6iaIzJCA9ox9AQC6q8dHb1BB4ZpQ+DSJoKNZyp3ydSLJQaC990CqyH6rc3Ff/yOokOKl7KwjjRNCTzRUHCoY7gNALYZ5ISzceGYCKZuRWSIZaYaBNUzoTw9Sn8nzSLtlO2y9elQu18EUcWHIBDcAwccApq4BLUQQMQIMEDeALP1r31aL1Yr/PWjLWY2Qc/YL19AhMMkkQ=</latexit>

Npar = 52

• Is also not coincidental: parameterisation chosen in order to provide 1% precision.
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• z

A.D. Martin et al., arXiv: 1211.1215



Full Fit: Comparison
• Can also consider result of fit to real data entering NNPDF4.0 fit with MSHT20 parameterisation. Like-for-

like: exactly same data and theory, with only difference from PDF input parameterisation.

• MSHT fit quality moderately improved w.r.t. NNPDF4.0, i.e. again no evidence for parameterisation 
inflexibility. At level of PDF uncertainties, NNPDF4.0 rather in line with MSHT but with              :

<latexit sha1_base64="IQu54ry9lL93RjWyqY13bktGVuE=">AAAB9HicdVDLSgMxFM3UV62vqks3wVZwIUNmtK1dKAU33QgV+4J2LJk004ZmHiaZQin9DjcuFHHrx7jzb0wfgooeuHA4517uvceNOJMKoQ8jsbS8srqWXE9tbG5t76R39+oyjAWhNRLyUDRdLClnAa0ppjhtRoJi3+W04Q6upn5jSIVkYVBVo4g6Pu4FzGMEKy0517fl6gnMVu/sCyvbSWeQiU5tO48gMnN24Sw3JVYxV7QRtEw0QwYsUOmk39vdkMQ+DRThWMqWhSLljLFQjHA6SbVjSSNMBrhHW5oG2KfSGc+OnsAjrXShFwpdgYIz9fvEGPtSjnxXd/pY9eVvbyr+5bVi5Z07YxZEsaIBmS/yYg5VCKcJwC4TlCg+0gQTwfStkPSxwETpnFI6hK9P4f+kbptW3szf2JnS5SKOJDgAh+AYWKAASqAMKqAGCLgHD+AJPBtD49F4MV7nrQljMbMPfsB4+wQa+JBh</latexit>

MSHT, T 2
= 1

<latexit sha1_base64="OqF0/NI8eqolHbM3GSj7k37aFo4=">AAAB9XicbVDLSsNAFJ34rPVVdelmsBVcSEhS+3ChFNx0I1TsC9q0TKaTdujkwcxEKaH/4caFIm79F3f+jdM2C60euHA4517uvccJGRXSML60ldW19Y3N1FZ6e2d3bz9zcNgUQcQxaeCABbztIEEY9UlDUslIO+QEeQ4jLWd8M/NbD4QLGvh1OQmJ7aGhT12KkVRS7/a+Wj+HuXrPujKNXD+TNfTyZbFglaGhF6z8RSmviDEHNBOSBQlq/cxndxDgyCO+xAwJ0TGNUNox4pJiRqbpbiRIiPAYDUlHUR95RNjx/OopPFXKALoBV+VLOFd/TsTIE2LiOarTQ3Iklr2Z+J/XiaRbtmPqh5EkPl4sciMGZQBnEcAB5QRLNlEEYU7VrRCPEEdYqqDSKgRz+eW/pGnpZlEv3lnZynUSRwocgxNwBkxQAhVQBTXQABhw8ARewKv2qD1rb9r7onVFS2aOwC9oH9+NpZCb</latexit>

MSHT, T 2
= 10

★Quark flavour decomposition:
<latexit sha1_base64="0zFOsGXeMONQUcNTi59UY9GIzwM=">AAACG3icdVDLSgMxFM3UV62vqks3wSJYkDIzSG0XSkGRbiwV+4K2lkyaaUOTmSHJCGXof7jxV9y4UMSV4MK/MX0IVfTAhcM593LvPU7AqFSm+WnEFhaXllfiq4m19Y3NreT2Tk36ocCkin3mi4aDJGHUI1VFFSONQBDEHUbqzuB87NfviJDU9ypqGJA2Rz2PuhQjpaVO0m5J2uPoMGoJDkul8sXlKA21xuG8cXVTrIyOYOXWPrXSnWTKzJga2SwcEytnWprk8znbzkNrYplmCsxQ7iTfW10fh5x4CjMkZdMyA9WOkFAUMzJKtEJJAoQHqEeamnqIE9mOJr+N4IFWutD1hS5PwYk6PxEhLuWQO7qTI9WXv72x+JfXDJWba0fUC0JFPDxd5IYMKh+Og4JdKghWbKgJwoLqWyHuI4Gw0nEmdAjfn8L/Sc3OWNlM9vo4VTibxREHe2AfHAILnIACKIIyqAIM7sEjeAYvxoPxZLwab9PWmDGb2QU/YHx8AYxZnzo=</latexit>

�(NNPDF) ⇠ �(MSHT, T 2
= 1)

★Gluon:
<latexit sha1_base64="FWw3RXtXB3vse71YhBWK9GcVgeo=">AAACQnicdVBNSwJBAJ21b/uyOnYZkiAhZFbC9FAIRXhJjNQM12R2HHVoZneZmQ1k8bd16Rd06wd06VBE1w6NH0FFPhh4vA9m5rkBZ0oj9GTFZmbn5hcWl+LLK6tr64mNzZryQ0lolfjcl3UXK8qZR6uaaU7rgaRYuJxeubcnQ//qjkrFfK+i+wFtCtz1WIcRrI3USlxDR7GuwHuRIwU8vyxWBvuwcpM5slMOp0opJn4GSqXy6dkgBb+9qW2UaiWSKI0Mslk4JHYO2Ybk87lMJg/tkYVQEkxQbiUenbZPQkE9TThWqmGjQDcjLDUjnA7iTqhogMkt7tKGoR4WVDWj0QQDuGuUNuz40hxPw5H6sxFhoVRfuCYpsO6pv95Q/M9rhLqTa0bMC0JNPTK+qBNyqH043BO2maRE874hmEhm3gpJD0tMtFk9bkb4/imcTmqZtJ1NZy8OkoXjyRyLYBvsgD1gg0NQAEVQBlVAwD14Bq/gzXqwXqx362McjVmTzhb4BevzC/8urg4=</latexit>

�(MSHT, T 2
= 1) . �(NNPDF) . �(MSHT, T 2

= 10)
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MSHT at Approximate N3LO: 
MSHT20aN3LO
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MSHTaN3LO

• First global aN3LO analysis - MSHT20aN3LO. Released ~ 2 years ago.

• Approximate      poorly known! Great deal already known at N3LO about PDF evolution and DIS cross 
sections. And a lot of new information on splitting functions/heavy flavour transitions since release.
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• Main bottleneck to ‘real’ N3LO is hadronic cross sections. Include via nuisance parameters:

• Clear improvement in fit quality, ~ driven by known N3LO.

Figure 36: (Continued) High-Q2 ratio plots showing the aN3LO 68% confidence intervals with
decorrelated (Hij+Kij) and correlated (H 0

ij
)K-factor parameters, compared to NNLO 68% confidence

intervals. Also shown are the central values at NNLO when fit to all non-HERA datasets which
show similarities with N3LO in the large-x region of selected PDF flavours. All plots are shown for
Q

2 = 104 GeV2.

as the more recent results. However, SeaQuest results suggest a preference for a higher d at

large-x, therefore including this data may in fact help constrain the high-x d behaviour seen

here.

Fig.’s 37 and 38 express the aN3LO PDFs with decorrelated (green shaded region) and

correlated (red dashed lines) aN3LO K-factors at low and high-Q2 respectively (again with the

bottom quark provided at Q2 = 25 GeV2 at low-Q2) as a ratio to the N3LO central value. For

comparison we also include the level of uncertainty predicted with all N3LO theory fixed (blue

shaded region) i.e. only considering the variation without N3LO theoretical uncertainty.

Comparing the two di↵erent aN3LO sets in Fig.’s 37 and 38, in general there is good

agreement between the total uncertainties considering the cases with correlated (red dash)

and decorrelated (green shaded) aN3LO K-factors. The di↵erences that are apparent between

100

The overall �
2 follows the general trend one may expect from

perturbation theory.

LO NLO NNLO N3LO
�
2

Npts
2.57 1.33 1.17 1.14

Evidence that including aN3LO has reduced tensions between small
and large-x.

�
2 reduction is mostly

due to new theory, not
just from K-factors included
in fit.

Average penalty for included
20 aN3LO parameters is
0.46.

LHC EW 2022 – Oct. 2022 17

Figure 36: High-Q2 ratio plots showing the aN3LO 68% confidence intervals with decorrelated
(Hij +Kij) and correlated (H 0

ij
) K-factor parameters, compared to NNLO 68% confidence intervals.

Also shown are the central values at NNLO when fit to all non-HERA datasets which show similarities
with N3LO in the large-x region of selected PDF flavours. All plots are shown for Q2 = 104 GeV2.

99
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• Largest change is in 
gluon at low and 
intermediate    . Some 
change in e.g. quarks 
at high    .
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• Change in gluon 
corresponds to reduction 
in e.g. ggH at N3LO - 
improves stability.

• Some increase in NC DY - again mild 
improvement in stability.

2. PDFs at approximate N3LO

Impact of aN3LO on ggF Higgs Production:
Consider impact of our aN3LO PDFs on known N3LO Higgs
production in gluon fusion32,33 - shift down due to change in gluon:

Increase in cross-section at N3LO compensated by reduction in PDFs
at aN3LO ∆ important to consider PDF and ‡ changes together.
aN3LO result lies within uncertainty band of full NNLO.
aN3LO PDF uncertainty bands enlarged - inclusion of MHOUs.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 18 / 44

Ô
s = 13 TeV

Results obtained using ggHiggs code50.

Note greater stability of full NNLO
and N3LO xsec + aN3LO PDF results

2. PDFs at approximate N3LO

Impact of aN3LO on Drell-Yan production:
Consider impact of our aN3LO PDFs on Drell-Yan production at LHC,
e.g. Neutral current at mZ at 13 TeV:

Only small change in using aN3LO PDFs relative to NNLO PDFs.
Predictions with NNLO and aN3LO PDFs are stable.
PDF uncertainties dominate at NNLO and N3LO, indeed enlarged from
MSHT20aN3LO with inclusion of MHOUs.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 16 / 44

Produced using the n3loxs code49.

Note greater stability of full NNLO
and N3LO xsec + aN3LO PDF results

4. Consequences of aN3LO for Pheno

Examination of aN3LO on gluon and ggF:
Overall consistent trends observed, but some di�erences in sizes of
e�ects, though similar to usual PDF di�erences! Can we explain them?
New moments available for some splitting functions [26-30] since
MSHT20an3lo (and further [31] since even NNPDFan3lo).
Benchmarking is just evolution, what about e�ect in PDF fit?:

0.8

0.9

1

1.1

1.2

10 100 1000

Lgg, ratio to aN3LO (default)

MX [GeV]

MSHTaN3LO

aN3LO (FHMV)

Slight ≥ 1.5% increase in gluon at x ¥ 10≠2, though still consistent
with MSHT20an3lo uncertainties.
However, gg luminosity (and ‡ggæH almost unchanged at mH .
Occurs as luminosity integrates over rapidity so increase at x ¥ 10≠2

is compensated by reduction in neighbouring regions of x .
Thomas Cridge PDFs @ aN3LO in MSHT 26th June 2024 18 / 23

• Moderate impact, within 
uncertainties. Find impact on 
ggH very small!

• Since MSHT20aN3LO release, have studied impact of 
newer splitting function information.

15



MSHTaN3LO + QED
• MSHT now also provide aN3LO + QED PDFs.

MSHT20 aN3LO+QED PDFs

• Basic idea very simple. DGLAP evolution in previous MSHT studies:

QED

NNLO QCD

aN3LO QCD

★ MSHT20aN3LO:

Both of the above elements, namely the inclusion of corrections up to aN3LO in QCD, as
well as QED corrections, and the photon PDF, are therefore crucial when providing the highest
precision and accuracy PDF fit possible. However, until now these have not been combined in a
single fit. In this paper, we rectify this situation, presenting the first combined QED and aN3LO
QCD global PDF determination. These are provided in the MSHT20aN3LOqed PDF set.

Having accounted for both sets of corrections, we consider the impact on the resulting PDFs
as well as the key LHC phenomenological application of Higgs production in gluon fusion, for
which some further mild reduction in the predicted N3LO cross section is found. We in addition
address the question of the extent to which QED and aN3LO QCD corrections factorise in terms
of their PDF impact. Namely, whether the relative change from including QED corrections is
similar at lower orders in QCD to that at aN3LO. Broadly speaking, we find that this is the
case.

Finally, we also briefly present in this paper a new leading order (LO) in QCD fit which
includes QED corrections. As discussed in e.g. [1] a LO fit is still of use in for example Monte
Carlo event generation for LHC physics. In this case, it can be useful to provide a fit that
consistently includes a photon PDF, and hence we provide this here, and briefly discuss the
PDFs that result from this fit.

The outline of this paper is as follows. In Section 2 we provide a brief overview of the manner
in which QED and aN3LO QCD corrections are simultaneously included in the MSHT fit. In
Section 3.1 we present the resulting fit quality, and compare to the NNLO case. In Section 3.2
we present the resulting PDFs and the predicted N3LO Higgs cross section via gluon fusion. In
Section 4 we present the LO QED fit. Finally, in Section 5 we conclude.

2 The Combined QED and aN3LO QCD Fit

To produce a QED and aN3LO fit requires a relatively straightforward combination of the
theoretical corrections described in [6, 7] and [5], respectively. In particular, for the DGLAP
evolution of the PDFs we include the splitting functions
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Here, the first line corresponds to the known O(↵,↵S↵,↵
2) QED corrections, the second the

known up to O(↵3

S
) (i.e NNLO) QCD corrections, and the third the aN3LO QCD corrections that

are approximately evaluated according to the procedure described in [5]. While the contributions
in the first and second lines are included in the MSHT20 NNLO QED fit [7], the second and
third are included in the MSHT20 aN3LO fit [5].

Combining QED and aN3LO QCD is then in principle relatively straightforward, and simply
requires including all three lines of corrections. In practice, as discussed in [6], the inclusion of
QED corrections distinguishes between the up and down type quarks in a manner that purely
QCD DGLAP evolution does not. This therefore requires that the evolution basis of the partons
is changed from the basis used in the default MSHT aN3LO fit (and earlier purely QCD fits) to
a set that is separable by charge:

q
±
i
= qi ± qi , g , � (4)

2

★ (MMHT15/MSHT20)qed:

Both of the above elements, namely the inclusion of corrections up to aN3LO in QCD, as
well as QED corrections, and the photon PDF, are therefore crucial when providing the highest
precision and accuracy PDF fit possible. However, until now these have not been combined in a
single fit. In this paper, we rectify this situation, presenting the first combined QED and aN3LO
QCD global PDF determination. These are provided in the MSHT20aN3LOqed PDF set.

Having accounted for both sets of corrections, we consider the impact on the resulting PDFs
as well as the key LHC phenomenological application of Higgs production in gluon fusion, for
which some further mild reduction in the predicted N3LO cross section is found. We in addition
address the question of the extent to which QED and aN3LO QCD corrections factorise in terms
of their PDF impact. Namely, whether the relative change from including QED corrections is
similar at lower orders in QCD to that at aN3LO. Broadly speaking, we find that this is the
case.

Finally, we also briefly present in this paper a new leading order (LO) in QCD fit which
includes QED corrections. As discussed in e.g. [1] a LO fit is still of use in for example Monte
Carlo event generation for LHC physics. In this case, it can be useful to provide a fit that
consistently includes a photon PDF, and hence we provide this here, and briefly discuss the
PDFs that result from this fit.

The outline of this paper is as follows. In Section 2 we provide a brief overview of the manner
in which QED and aN3LO QCD corrections are simultaneously included in the MSHT fit. In
Section 3.1 we present the resulting fit quality, and compare to the NNLO case. In Section 3.2
we present the resulting PDFs and the predicted N3LO Higgs cross section via gluon fusion. In
Section 4 we present the LO QED fit. Finally, in Section 5 we conclude.

2 The Combined QED and aN3LO QCD Fit

To produce a QED and aN3LO fit requires a relatively straightforward combination of the
theoretical corrections described in [6, 7] and [5], respectively. In particular, for the DGLAP
evolution of the PDFs we include the splitting functions
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Here, the first line corresponds to the known O(↵,↵S↵,↵
2) QED corrections, the second the

known up to O(↵3

S
) (i.e NNLO) QCD corrections, and the third the aN3LO QCD corrections that

are approximately evaluated according to the procedure described in [5]. While the contributions
in the first and second lines are included in the MSHT20 NNLO QED fit [7], the second and
third are included in the MSHT20 aN3LO fit [5].

Combining QED and aN3LO QCD is then in principle relatively straightforward, and simply
requires including all three lines of corrections. In practice, as discussed in [6], the inclusion of
QED corrections distinguishes between the up and down type quarks in a manner that purely
QCD DGLAP evolution does not. This therefore requires that the evolution basis of the partons
is changed from the basis used in the default MSHT aN3LO fit (and earlier purely QCD fits) to
a set that is separable by charge:

q
±
i
= qi ± qi , g , � (4)

2

• To combine the two, simply combine linearly (i.e. no cross talk):

QED

NNLO QCD

aN3LO QCD

Both of the above elements, namely the inclusion of corrections up to aN3LO in QCD, as
well as QED corrections, and the photon PDF, are therefore crucial when providing the highest
precision and accuracy PDF fit possible. However, until now these have not been combined in a
single fit. In this paper, we rectify this situation, presenting the first combined QED and aN3LO
QCD global PDF determination. These are provided in the MSHT20aN3LOqed PDF set.

Having accounted for both sets of corrections, we consider the impact on the resulting PDFs
as well as the key LHC phenomenological application of Higgs production in gluon fusion, for
which some further mild reduction in the predicted N3LO cross section is found. We in addition
address the question of the extent to which QED and aN3LO QCD corrections factorise in terms
of their PDF impact. Namely, whether the relative change from including QED corrections is
similar at lower orders in QCD to that at aN3LO. Broadly speaking, we find that this is the
case.

Finally, we also briefly present in this paper a new leading order (LO) in QCD fit which
includes QED corrections. As discussed in e.g. [1] a LO fit is still of use in for example Monte
Carlo event generation for LHC physics. In this case, it can be useful to provide a fit that
consistently includes a photon PDF, and hence we provide this here, and briefly discuss the
PDFs that result from this fit.

The outline of this paper is as follows. In Section 2 we provide a brief overview of the manner
in which QED and aN3LO QCD corrections are simultaneously included in the MSHT fit. In
Section 3.1 we present the resulting fit quality, and compare to the NNLO case. In Section 3.2
we present the resulting PDFs and the predicted N3LO Higgs cross section via gluon fusion. In
Section 4 we present the LO QED fit. Finally, in Section 5 we conclude.

2 The Combined QED and aN3LO QCD Fit

To produce a QED and aN3LO fit requires a relatively straightforward combination of the
theoretical corrections described in [6, 7] and [5], respectively. In particular, for the DGLAP
evolution of the PDFs we include the splitting functions
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Here, the first line corresponds to the known O(↵,↵S↵,↵
2) QED corrections, the second the

known up to O(↵3

S
) (i.e NNLO) QCD corrections, and the third the aN3LO QCD corrections that

are approximately evaluated according to the procedure described in [5]. While the contributions
in the first and second lines are included in the MSHT20 NNLO QED fit [7], the second and
third are included in the MSHT20 aN3LO fit [5].

Combining QED and aN3LO QCD is then in principle relatively straightforward, and simply
requires including all three lines of corrections. In practice, as discussed in [6], the inclusion of
QED corrections distinguishes between the up and down type quarks in a manner that purely
QCD DGLAP evolution does not. This therefore requires that the evolution basis of the partons
is changed from the basis used in the default MSHT aN3LO fit (and earlier purely QCD fits) to
a set that is separable by charge:

q
±
i
= qi ± qi , g , � (4)
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Results: Fit Quality
• Dataset/theory settings v. similar to MSHT20.

• Global fit quality:

Data set �
2
/Npt ��

2

aN3LO
��

2

NNLO
��

2

QCD,QED

aN3LO (QED) QED-QCD QED-QCD aN
3
LO-NNLO

ATLAS W
+, W�, Z [39] 30.2/30 - - -

CMS W asym. pT > 35 GeV [40] 6.2/11 (-2.1) - (-2.1, -2.1)
CMS asym. pT > 25, 30 GeV [41] 7.4/24 - - -
LHCb Z ! e

+
e
� [42] 24.1/9 - - (+1.4, +1.0)

LHCb W asym. pT > 20 GeV [43] 12.4/10 - - -
CMS Z ! e

+
e
� [44] 17.6/35 - - -

ATLAS High-mass Drell-Yan [45] 19.4/13 - - -
CMS double di↵. Drell-Yan [46] 128.7/132 - - (-16.9, -16.8)
Tevatron, ATLAS, CMS �tt̄ [47]- [48] 13.9/17 - - -
LHCb 2015 W , Z [49, 50] 103.3/67 - (-1.4) (+1.8, +2.5)
LHCb 8 TeV Z ! ee [51] 28.6/17 - - (+3.3, +3.2)
CMS 8 TeV W [52] 12.5/22 (-1.1) - ( - , -1.6)
ATLAS 7 TeV jets [53] 201.7/140 (-2.6) (-4.2) (-10.8, -9.1)
ATLAS 8 TeV jets [14] 318.6/171 (-6.2) (-8.4) (-11.9, -9.7)
CMS 7 TeV W + c [54] 12.0/10 - - (+4.5, +4.1)
ATLAS 7 TeV high precision W , Z [55] 99.8/61 (+2.4) (+2.0) (-20.4, -20.0)
CMS 7 TeV jets [56] 208.9/158 - - (+5.5, +6.0)
CMS 8 TeV jets [57] 316.8/174 (+5.1) (+6.3) (-7.0, -8.2)
CMS 2.76 TeV jet [58] 109.7/81 - - (+10.3, +9.4)
ATLAS 8 TeV Z pT [59] 112.1/104 (+4.0) (+12.0) (-87.7, -95.7)
ATLAS 8 TeV single di↵ tt̄ [60] 24.5/25 - - (-1.7, -1.8)
ATLAS 8 TeV single di↵ tt̄ dilepton [61] 1.8/5 - - -
CMS 8 TeV double di↵erential tt̄ [62] 23.4/15 - - (+1.3, +1.0)
CMS 8 TeV single di↵erential tt̄ [63] 7.6 /9 - - (-1.6, -1.4)
ATLAS 8 TeV High-mass Drell-Yan [64] 65.2/48 - - (+7.7, +7.7)
ATLAS 8 TeV W [65] 57.8/22 - - -
ATLAS 8 TeV W + jets [66] 19.2/30 - - -
ATLAS 8 TeV double di↵erential Z [67] 85.5/59 (+1.6) (+1.8) (+11.2, +10.0)
Total 5323.6/4534 (+3.6) (+17.3) (-209.3, -223.1)

Table 2: The values of �2/Npt for the LHC data sets included in the aN3LO fit, including QED corrections. The
difference in �2/Npt between different fits is also shown explicitly, for the cases that the magnitude is larger than 1
point. In particular, the 3rd column corresponds to the difference between the QED and QCD fits at aN3LO, the 4th
column corresponds to the difference between the QED and QCD fits at NNLO, and the fifth column corresponds
to the difference between the aN3LO and NNLO fits in the QCD, QED cases. The total �2 value corresponds to the
sum of the individual values shown in Tables 1 and 2.

5

Data set �
2
/Npt ��

2

aN3LO
��

2

NNLO
��

2

QCD,QED

aN3LO (QED) QED-QCD QED-QCD aN
3
LO-NNLO

ATLAS W
+, W�, Z [39] 30.2/30 - - -

CMS W asym. pT > 35 GeV [40] 6.2/11 (-2.1) - (-2.1, -2.1)
CMS asym. pT > 25, 30 GeV [41] 7.4/24 - - -
LHCb Z ! e

+
e
� [42] 24.1/9 - - (+1.4, +1.0)

LHCb W asym. pT > 20 GeV [43] 12.4/10 - - -
CMS Z ! e

+
e
� [44] 17.6/35 - - -

ATLAS High-mass Drell-Yan [45] 19.4/13 - - -
CMS double di↵. Drell-Yan [46] 128.7/132 - - (-16.9, -16.8)
Tevatron, ATLAS, CMS �tt̄ [47]- [48] 13.9/17 - - -
LHCb 2015 W , Z [49, 50] 103.3/67 - (-1.4) (+1.8, +2.5)
LHCb 8 TeV Z ! ee [51] 28.6/17 - - (+3.3, +3.2)
CMS 8 TeV W [52] 12.5/22 (-1.1) - ( - , -1.6)
ATLAS 7 TeV jets [53] 201.7/140 (-2.6) (-4.2) (-10.8, -9.1)
ATLAS 8 TeV jets [14] 318.6/171 (-6.2) (-8.4) (-11.9, -9.7)
CMS 7 TeV W + c [54] 12.0/10 - - (+4.5, +4.1)
ATLAS 7 TeV high precision W , Z [55] 99.8/61 (+2.4) (+2.0) (-20.4, -20.0)
CMS 7 TeV jets [56] 208.9/158 - - (+5.5, +6.0)
CMS 8 TeV jets [57] 316.8/174 (+5.1) (+6.3) (-7.0, -8.2)
CMS 2.76 TeV jet [58] 109.7/81 - - (+10.3, +9.4)
ATLAS 8 TeV Z pT [59] 112.1/104 (+4.0) (+12.0) (-87.7, -95.7)
ATLAS 8 TeV single di↵ tt̄ [60] 24.5/25 - - (-1.7, -1.8)
ATLAS 8 TeV single di↵ tt̄ dilepton [61] 1.8/5 - - -
CMS 8 TeV double di↵erential tt̄ [62] 23.4/15 - - (+1.3, +1.0)
CMS 8 TeV single di↵erential tt̄ [63] 7.6 /9 - - (-1.6, -1.4)
ATLAS 8 TeV High-mass Drell-Yan [64] 65.2/48 - - (+7.7, +7.7)
ATLAS 8 TeV W [65] 57.8/22 - - -
ATLAS 8 TeV W + jets [66] 19.2/30 - - -
ATLAS 8 TeV double di↵erential Z [67] 85.5/59 (+1.6) (+1.8) (+11.2, +10.0)
Total 5323.6/4534 (+3.6) (+17.3) (-209.3, -223.1)

Table 2: The values of �2/Npt for the LHC data sets included in the aN3LO fit, including QED corrections. The
difference in �2/Npt between different fits is also shown explicitly, for the cases that the magnitude is larger than 1
point. In particular, the 3rd column corresponds to the difference between the QED and QCD fits at aN3LO, the 4th
column corresponds to the difference between the QED and QCD fits at NNLO, and the fifth column corresponds
to the difference between the aN3LO and NNLO fits in the QCD, QED cases. The total �2 value corresponds to the
sum of the individual values shown in Tables 1 and 2.
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Table 2: The values of �2/Npt for the LHC data sets included in the aN3LO fit, including QED corrections. The
difference in �2/Npt between different fits is also shown explicitly, for the cases that the magnitude is larger than 1
point. In particular, the 3rd column corresponds to the difference between the QED and QCD fits at aN3LO, the 4th
column corresponds to the difference between the QED and QCD fits at NNLO, and the fifth column corresponds
to the difference between the aN3LO and NNLO fits in the QCD, QED cases. The total �2 value corresponds to the
sum of the individual values shown in Tables 1 and 2.
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★ NNLO: mild deterioration (~ 0.004 per point) upon inclusion of 
QED.

★ aN3LO: deterioration is less (sub ~ 0.001 per point) - difference now 
fairly marginal - though still not improvement. Similar if NNLO K-
factors used.

★ Similar to MSHTaN3LO QCD fit, significant improvement in going 
from NNLO to aN3LO. Remains true in QED fit.

9

• Impact of including QED ~ factorizes from aN3LO. E.g. improvement in fit quality from NNLO 
to aN3LO remains.

3. E�ect of N3LO on PDFs

aN3LO QCD + QED:
MSHT now for first time provide aN3LO QCD + NLO QED PDFs!

Impact on fit at NNLO and aN3LO, substantial fit quality
improvement remains true after adding QED.

0.9

0.95

1

1.05

1.1

1e-05 0.0001 0.001 0.01 0.1

g, ratio to NNLO (QCD), Q2
= 10

4
GeV

2

x

NNLO (QCD)

aN
3
LO (QCD)

aN
3
LO (QED)

Impact small relative to aN3LO QCD corrections in most regions.
Same e�ect at NNLO (centre) and aN3LO (right), slight reduction in
gluon due to momentum sum rule.
Thomas Cridge PDFs @ aN3LO in MSHT 26th June 2024 13 / 23

T.C., L.A. Harland Lang, R.S. Thorne 2312.07665 [5]

16
Slide Credit: Tom Cridge

• Impact of QED relatively mild, generally smaller than aN3LO. But not negligible. 

• E.g. leads to reduction in gluon (sum rule) and hence ggH at percent level.



The strong coupling at aN3LO
• Determination of      and PDFs highly correlated. Only completely consistent way to include impact of a 

(PDF sensitive) hadronic measurements is via full refit.

• Recent first extraction of strong coupling in aN3LO global PDF fit. 

S. Forte and Z. Kassabov, arXiv: 2001.04896

2. MSHT –S Depedence

MSHT20 –S dependence - NNLO and aN3LO
First PDF –S(M2

Z
) determination at aN3LO.

Consistent with NNLO determination within uncertainties.
Good perturbative convergence of –S determination.

–new

S,NNLO
(M2

Z
) = 0.1171 –new

S,aN3LO
(M2

Z
) = 0.1170

Approximate N3LO as whilst splitting functions, DIS coe�cient
functions, heavy quark transition matrix elements are largely
known (latter - see talk by J. Blümlein), N3LO xsecs still unknown.

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 10 / 29
T.C., L.A. Harland-Lang, R.S. Thorne (upcoming).

(first ever!)

New New

aN3LONNLO

Nice Quadratic
‰2 profile

X

Preliminary!

• Very good perturbative convergence to aN3LO, and both consistent with world average.

• Confirmed that more recent aN3LO splitting function information gives v. similar result (      uncertainty)

• Looking in more detail…

order and symmetrised for simplicity. The consistency of the determinations at NNLO and
aN3LO is clear, particularly considering the NLO determination in our previous study [39] of
↵S(M2

Z)(NLO) = 0.1203± 0.0015. In addition, the aN3LO determination results in the slightly
weaker bounds than at NNLO, very likely due to the inclusion of missing higher order theoretical
uncertainties in the fit. These bounds on ↵S(M2

Z) correspond to a ��
2 = 13 at NNLO and

��
2 = 16 at aN3LO. Both the NNLO and aN3LO ↵S(M2

Z) determinations are consistent with
the Particle Data Group (NNLO) world average of 0.1180± 0.0009 [41].

3 Examination of Approximate N3LO ↵S(M 2
Z
) sensitivity

3.1 Sensitivity of the Splitting functions

At aN3LO the form of the splitting functions is allowed to vary in the fit, guided by a prior
uncertainty band that is determined from the known information about these objects at the
time of the release of the MSHT20aN3LO set. We will in general expect some dependence of
the resulting splitting functions on the value of the strong coupling, and vice versa.

It is therefore useful to examine the impact of the value of the strong coupling on the best fit
splitting functions. This is shown in Fig. 8 for the two cases that show the highest sensitivity;
for other splitting functions the dependence is hardly visible on the plots. In particular, these
show both the prior, and the posterior (at the best fit value of ↵S(M2

Z) = 0.117) uncertainty
bands, as well as in the red dashed lines the best fit posterior splitting functions that result when
↵S(M2

Z) is varied by ±0.001. For demonstration purposes, we note that the splitting functions
are shown at a fixed value of ↵S = 0.2, which isolates the impact from the fit on the extracted
splitting functions.

We can see that the largest dependence is for the gluon–gluon splitting function, which is as
we might expect given the known correlation between the value of the strong coupling and the
gluon PDF. For the larger value of ↵S(M2

Z) = 0.118, the splitting function is larger in the visible
(lower x) region on the plots, while for the lower value of ↵S(M2

Z) = 0.116 it is lower. The size
of the variation is nonetheless safely smaller than, although not negligible with respect to, the
quoted posterior uncertainty, and in all cases these are within the original prior band. For the
quark–gluon splitting function (and, as mentioned above the other cases not shown here) the
dependence is much smaller.

This therefore indicates only a mild sensitivity of the preferred splitting function on the
value of ↵S(M2

Z) in our fit. Conversely, given this is a relatively small e↵ect we can expect any
dependence of the extracted value of ↵S(M2

Z) on the precise treatment of the splitting function
uncertainties to be even smaller. Given additional information from more recent theoretical
calculations of the splitting functions [9–13] is now available, this provides reassuring evidence
that our analysis should not be significantly changed when this information is included in the
PDF fit. Indeed, this is supported by the observation made earlier, that taking the updated
splitting functions of [9–12] resulted in a best fit ↵S(M2

Z) very close to that we obtain in this
work.

3.2 Impact of Jet vs. Dijet production

In [37] we presented a detailed comparison of the impact of 7 and 8 TeV inclusive jet [40,59–61]
in comparison to dijet [95–97] data on the MSHT fit at up to aN3LO order. In this section, we
extend this analysis to examine the impact such data have on the extracted value of the strong
coupling. Other than by allowing the value of ↵S(M2

Z) to vary, the baseline fits are identical to
those presented in [37].
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Figure 7: The overall and dataset by dataset best fit value and upper and lower bounds on ↵S(M
2
Z), for a selection

of the datasets in the global fit. The overall upper and lower bounds are given by the horizontal dashed lines, whilst
the coloured vertical solid lines show the individual dataset bounds. The upper plot is the NNLO fit and the lower is
the aN3LO fit.
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• Find that global      profile built up of different competing pulls. 

• Uncertainty provided using `dynamic tolerance’. Deviation with        monitored and limited such that this 
does not exceed ‘hypothesis testing’ criterion                       i.e. remains good according to this measure.

<latexit sha1_base64="dJ+ouem4caYrkLec8aN55lcM+Xk=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CRbBU9ktUj0WevFYwX5Au5Zsmm1js8mSZIWy9D948aCIV/+PN/+N2XYP2vpg4PHeDDPzgpgzbVz32ylsbG5t7xR3S3v7B4dH5eOTjpaJIrRNJJeqF2BNORO0bZjhtBcriqOA024wbWZ+94kqzaS4N7OY+hEeCxYygo2VOgMyYQ+1YbniVt0F0DrxclKBHK1h+WswkiSJqDCEY637nhsbP8XKMMLpvDRINI0xmeIx7VsqcES1ny6unaMLq4xQKJUtYdBC/T2R4kjrWRTYzgibiV71MvE/r5+Y8MZPmYgTQwVZLgoTjoxE2etoxBQlhs8swUQxeysiE6wwMTagkg3BW315nXRqVa9erd9dVRrNPI4inME5XIIH19CAW2hBGwg8wjO8wpsjnRfn3flYthacfOYU/sD5/AErPI7i</latexit>

�2

<latexit sha1_base64="fbQlLuKz1JEL9LHX1jTPX8Mpp4E=">AAACB3icdVDLSgNBEJz1GeMr6lGQwSB4CruLxOQm6MGTRDBRyK5hdtJrBmcfzvQKYcnNi7/ixYMiXv0Fb/6Nk4egogUNRVU33V1BKoVG2/6wpqZnZufmCwvFxaXlldXS2npLJ5ni0OSJTNRFwDRIEUMTBUq4SBWwKJBwHlwfDv3zW1BaJPEZ9lPwI3YVi1BwhkbqlLa8I5DIPN4Tl64nQWstIurpG4W5ezLolMp2xTaoVumQODXbMaRer7lunTojy7bLZIJGp/TudROeRRAjl0zrtmOn6OdMoeASBkUv05Ayfs2uoG1ozCLQfj76Y0B3jNKlYaJMxUhH6veJnEVa96PAdEYMe/q3NxT/8toZhjU/F3GaIcR8vCjMJMWEDkOhXaGAo+wbwrgS5lbKe0wxjia6ognh61P6P2m5FadaqZ7ulQ8OJ3EUyCbZJrvEIfvkgByTBmkSTu7IA3kiz9a99Wi9WK/j1ilrMrNBfsB6+wRKTJmg</latexit>

��2 .
p
2N

<latexit sha1_base64="R/ZfemcDAJgdMp8g52MbDievPmA=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqsdCLx4r2lpoQ5lsN+3SzSbuboQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhVJ0DNBJesZbgRrJMohlEg2EMwbsz8hyemNI/lvZkkzI9wKHnIKRordXookhH27/rlilt15yCrxMtJBXI0++Wv3iCmacSkoQK17npuYvwMleFUsGmpl2qWIB3jkHUtlRgx7Wfze6fkzCoDEsbKljRkrv6eyDDSehIFtjNCM9LL3kz8z+umJrz2My6T1DBJF4vCVBATk9nzZMAVo0ZMLEGquL2V0BEqpMZGVLIheMsvr5L2RdWrVWu3l5V6I4+jCCdwCufgwRXU4Qaa0AIKAp7hFd6cR+fFeXc+Fq0FJ585hj9wPn8A7DiP6g==</latexit>↵S3. MSHT –S Bounds

MSHT20 –S bounds - aN3LO

Therefore upper/lower bounds are +0.0013/-0.0016 at aN3LO.

–S,aN3LO(M2
Z ) = 0.1170 ± 0.0016

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 22 / 29

BCDMSp data
strongest constraint
upwards: �–S (M2

Z
)

= +0.0013.

SLAC deuteron
data gives lower
bound: �–S (M2

Z
)

= ≠0.0016.

F
c

2 provides
upwards bound of:

�–S (M2
Z

) = +0.0020.

CMS and ATLAS (dilepton)
tt̄ single di�. would
give slightly higher upper
–S bounds, but not used.

NMC deuteron,
ATLAS 8 TeV Z

both give lower
bounds of �–S (M2

Z
)

= ≠0.0017.

Missing Higher Order Uncertainties
now included, in particular causes
some LHC bounds to weaken
as unknown N3LO K-factors.

Consistent with (NNLO) World
Average of 0.1180 ± 0.0009.

Consistent with –S bounds
seen in previous studies,
and between orders
(NNLO and aN3LO).

Preliminary!

T.C., L.A. Harland-Lang, R.S. Thorne: Upcoming!

• Putting together and suitably 
symmetrising, we quote:

3. MSHT –S Bounds

MSHT20 –S bounds - aN3LO

Therefore upper/lower bounds are +0.0013/-0.0016 at aN3LO.

–S,aN3LO(M2
Z ) = 0.1170 ± 0.0016

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 22 / 29

BCDMSp data
strongest constraint
upwards: �–S (M2

Z
)

= +0.0013.

SLAC deuteron
data gives lower
bound: �–S (M2

Z
)

= ≠0.0016.

F
c

2 provides
upwards bound of:

�–S (M2
Z

) = +0.0020.

CMS and ATLAS (dilepton)
tt̄ single di�. would
give slightly higher upper
–S bounds, but not used.

NMC deuteron,
ATLAS 8 TeV Z

both give lower
bounds of �–S (M2

Z
)

= ≠0.0017.

Missing Higher Order Uncertainties
now included, in particular causes
some LHC bounds to weaken
as unknown N3LO K-factors.

Consistent with (NNLO) World
Average of 0.1180 ± 0.0009.

Consistent with –S bounds
seen in previous studies,
and between orders
(NNLO and aN3LO).

Preliminary!

T.C., L.A. Harland-Lang, R.S. Thorne: Upcoming!

3. MSHT –S Bounds

MSHT20 –S bounds - aN3LO

Therefore upper/lower bounds are +0.0013/-0.0016 at aN3LO.

–S,aN3LO(M2
Z ) = 0.1170 ± 0.0016

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 22 / 29

BCDMSp data
strongest constraint
upwards: �–S (M2

Z
)

= +0.0013.

SLAC deuteron
data gives lower
bound: �–S (M2

Z
)

= ≠0.0016.

F
c

2 provides
upwards bound of:

�–S (M2
Z

) = +0.0020.

CMS and ATLAS (dilepton)
tt̄ single di�. would
give slightly higher upper
–S bounds, but not used.

NMC deuteron,
ATLAS 8 TeV Z

both give lower
bounds of �–S (M2

Z
)

= ≠0.0017.

Missing Higher Order Uncertainties
now included, in particular causes
some LHC bounds to weaken
as unknown N3LO K-factors.

Consistent with (NNLO) World
Average of 0.1180 ± 0.0009.

Consistent with –S bounds
seen in previous studies,
and between orders
(NNLO and aN3LO).

Preliminary!

T.C., L.A. Harland-Lang, R.S. Thorne: Upcoming!

3. MSHT –S Bounds

MSHT20 –S bounds - aN3LO

Therefore upper/lower bounds are +0.0013/-0.0016 at aN3LO.

–S,aN3LO(M2
Z ) = 0.1170 ± 0.0016

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 22 / 29

BCDMSp data
strongest constraint
upwards: �–S (M2

Z
)

= +0.0013.

SLAC deuteron
data gives lower
bound: �–S (M2

Z
)

= ≠0.0016.

F
c

2 provides
upwards bound of:

�–S (M2
Z

) = +0.0020.

CMS and ATLAS (dilepton)
tt̄ single di�. would
give slightly higher upper
–S bounds, but not used.

NMC deuteron,
ATLAS 8 TeV Z

both give lower
bounds of �–S (M2

Z
)

= ≠0.0017.

Missing Higher Order Uncertainties
now included, in particular causes
some LHC bounds to weaken
as unknown N3LO K-factors.

Consistent with (NNLO) World
Average of 0.1180 ± 0.0009.

Consistent with –S bounds
seen in previous studies,
and between orders
(NNLO and aN3LO).

Preliminary!

T.C., L.A. Harland-Lang, R.S. Thorne: Upcoming!

(Consistent with other 
fixed target DIS (p), 
and ~ known N3LO)
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Comparison to other results
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• Consistent with world average and 
recent ATLAS measurement.

• Uncertainty larger but similar order.

• If we took                  would be factor 
of ~ 2 smaller, but v. good reasons to 
believe that is too aggressive.
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↵S = 0.1170± 0.0005
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Figure 12: Cross section uncertainties for gluon fusion Higgs, Z, and W± production at
p
s = 14 TeV at (left)

NNLO with the MSHT20nnlo PDFs and (right) N3LO with the MSHT20aN3LO PDFs. The blue dotted bars are the
PDF uncertainties, the green dashed represent the ↵S uncertainty, and the red solid bars are the combined PDF+↵S

uncertainty, added in quadrature.

5 Conclusions

In this article we have studied the optimal value and uncertainty of the strong coupling resulting
from the first extraction of approximate N3LO PDFs made by us in [34], as well as investigating
the sensitivity to using dijet rather than inclusive jet data at both NNLO and at aN3LO. Our
main result is that at aN3LO we find that (for the default global fit including the inclusive jets
data):

↵S(M
2

Z)(aN
3LO) = 0.1170± 0.0016.

This is in excellent agreement with the value obtained at NNLO, as well as the world average [41],
but with a slightly larger uncertainty. This might seem surprising, given that usually the uncer-
tainty on ↵S(M2

Z) decreases with increasing perturbative order. However, the aN3LO extraction
is the first which correctly incorporates a theoretical uncertainty - our NNLO and NLO extrac-
tions have implicitly only included the uncertainty directly resulting from the uncertainty on
the data in the PDF fit. Hence, the aN3LO uncertainty is more realistic.

We have already made the PDFs at aN3LO available for a range of ↵S(M2

Z) in [34]. The
PDFs, can be obtained in LHAPDF format [100] at:

http://lhapdf.hepforge.org/

as well as on the repository:

http://www.hep.ucl.ac.uk/msht/.

The PDFs are available from ↵S(M2

Z) = 0.114� 0.120 in steps of 0.001. We note that these
PDFs are not absolutely identical to those in this article due to a few minor corrections in
the analysis and the inclusion of the ATLAS 8 TeV inclusive jet data in this article, but any
di↵erences at each value of ↵S(M2

Z) are minor.
The results of using the dijet rather than inclusive jet data in the analysis lead to a very

good level of consistency. At NNLO the dijet analysis gives ↵S(M2

Z) = 0.1181 ± 0.0012, which
di↵ers from the result using inclusive jets by less than a standard deviation. At aN3LO we
obtain ↵S(M2

Z) = 0.1170±0.0013, which is in almost perfect agreement with the value obtained
using our default choice of inclusive jets. Hence, at NNLO and particularly at aN3LO we can
be confident that our extraction of the best fit value of ↵S(M2

Z) is reliable, and not significantly
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★ Impact on cross sections includes       variation in matrix elements + PDFs - non-trivial interplay to get 
final result. Important to treat these together!
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★For LHC Higgs the anticorrelation between gluon and        compensates larger direct uncertainty.

★For DY direct        uncertainty small, and largest effect from change in PDF.
★Combined PDF +         broadly leads to at most moderate increase over PDF uncertainty alone.
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Profiling: Some Comments
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PDF Profiling
• PDF profiling common technique in experimental analyses. 

• Allows impact of data on (Hessian) PDFs to be accounted for 
simultaneously with (e.g.) EW precision observable.
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Figure 10: Values of sin2 q`eff measured with the AFB and A4 fits, for seven alternative PDF sets,
combining the four detection channels and using the full Run 2 data sample. The orange line
and the yellow band correspond to the default result, obtained with the CT18Z PDFs. The green
open squares show the results obtained without profiling the corresponding PDF uncertainties.
For the AFB-based result, the violet error band represents the PDF uncertainty while the black
error bar represents the total uncertainty.
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Figure 11: Comparison of the sin2 q`eff values measured in this analysis with previous measure-
ments and the SM prediction.

the CT18Z set of parton densities, the result is

sin2 q`eff = 0.23157 ± 0.00010 (stat) ± 0.00015 (syst) ± 0.00009 (theo) ± 0.00027(PDF).

The total uncertainty, dominated by the PDF term, is 0.00031, accounting for correlated uncer-
tainties; it varies between 0.00024 and 0.00035, depending on the PDF set used. For the central
values of the CT18Z set, the combined statistical and experimental systematic uncertainty is
0.00014. The measured sin2 q`eff value is in good agreement with the standard model predic-
tion, 0.23155 ± 0.00004, and is the most precise among the hadron-collider measurements. The
precision is comparable to that of the two most precise measurements performed in e+e� col-
lisions at LEP and SLD, with respective uncertainties of 0.00026 and 0.00029. We have also
measured the A4 coefficient differentially, as a function of the dilepton’s mass and rapidity, a
result that can be used in combination with other LHC measurements and in improvements of
the sin2 q`eff measurement with future PDF sets.

CMS PAS SMP-22-010

• Aim of this is (or should be) to approximate what would happen if data were included in global fit:

New data Data already in fit
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�2
global, new = �2

new + �2
global, old

•                     nuisance parameter.                      is previous best fit and refitting will give                       .
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<latexit sha1_base64="hB8k5fNqZwJOQywnxdUyGORdSeA=">AAAB/XicdVDLSsNAFJ34rPUVHzs3g0VwISUpEltXRUVcVrAPaEKYTKft0JkkzEyEGoK/4saFIm79D3f+jZO2gooeuHA4517uvSeIGZXKsj6MufmFxaXlwkpxdW19Y9Pc2m7JKBGYNHHEItEJkCSMhqSpqGKkEwuCeMBIOxid5377lghJo/BGjWPicTQIaZ9ipLTkm7tuQBTy09FR6goOGxeXWXbqmyWrbGk4DsyJXbVsTWq1aqVSg/bEsqwSmKHhm+9uL8IJJ6HCDEnZta1YeSkSimJGsqKbSBIjPEID0tU0RJxIL51cn8EDrfRgPxK6QgUn6veJFHEpxzzQnRypofzt5eJfXjdR/aqX0jBOFAnxdFE/YVBFMI8C9qggWLGxJggLqm+FeIgEwkoHVtQhfH0K/yetStl2ys71cal+NoujAPbAPjgENjgBdXAFGqAJMLgDD+AJPBv3xqPxYrxOW+eM2cwO+AHj7RMbSpUI</latexit>

�k,PDF :

<latexit sha1_base64="Gif8wfDX+wcnboTKH2P46meNI4A=">AAACAnicdVDLSgMxFM3UV62vUVfiJlgEF1IyRcZ2V1TEZQX7gM4wZNK0Dc08SDJCGQY3/oobF4q49Svc+Tdm2goqeiBwOOdebs7xY86kQujDKCwsLi2vFFdLa+sbm1vm9k5bRokgtEUiHomujyXlLKQtxRSn3VhQHPicdvzxee53bqmQLApv1CSmboCHIRswgpWWPHPP8anCXjo+Th0RwObFZZZBR0XQ8swyqiAN24Y5sWrI0qRer1WrdWhNLYTKYI6mZ747/YgkAQ0V4VjKnoVi5aZYKEY4zUpOImmMyRgPaU/TEAdUuuk0QgYPtdKHg0joFyo4Vb9vpDiQchL4ejLAaiR/e7n4l9dL1KDmpiyME0VDMjs0SDjUEfM+YJ8JShSfaIKJYPqvkIywwETp1kq6hK+k8H/SrlYsu2Jfn5QbZ/M6imAfHIAjYIFT0ABXoAlagIA78ACewLNxbzwaL8brbLRgzHd2wQ8Yb58z+Zaw</latexit>

�k,PDF ! 1

<latexit sha1_base64="Td3bQm3Mn0WII6A/ENlwVrTMU74=">AAAB/3icdVDLSsNAFJ34rPUVFdy4GSyCCymTIrFdCEVFXFawD2hCmEyn7dDJg5mJUGIW/oobF4q49Tfc+TdO2goqeuDC4Zx7ufceP+ZMKoQ+jLn5hcWl5cJKcXVtfWPT3NpuySgRhDZJxCPR8bGknIW0qZjitBMLigOf07Y/Os/99i0VkkXhjRrH1A3wIGR9RrDSkmfuOj5V2EtHR6kjAti4uMwyeIo8s4TKSMO2YU6sKrI0qdWqlUoNWhMLoRKYoeGZ704vIklAQ0U4lrJroVi5KRaKEU6zopNIGmMywgPa1TTEAZVuOrk/gwda6cF+JHSFCk7U7xMpDqQcB77uDLAayt9eLv7ldRPVr7opC+NE0ZBMF/UTDlUE8zBgjwlKFB9rgolg+lZIhlhgonRkRR3C16fwf9KqlC27bF8fl+pnszgKYA/sg0NggRNQB1egAZqAgDvwAJ7As3FvPBovxuu0dc6YzeyAHzDePgHyDZVv</latexit>

�k,PDF = 0
<latexit sha1_base64="efWcvkcNkTqjCabuTYTuMvDEXO4=">AAACA3icdVDLSgNBEJz1GeMr6k0vg0HwIGE2SExuQUU8RjAPyIYwO+kkQ2Zn15lZISwBL/6KFw+KePUnvPk3Th6CihY0FFXddHf5keDaEPLhzM0vLC4tp1bSq2vrG5uZre2aDmPFoMpCEaqGTzUILqFquBHQiBTQwBdQ9wdnY79+C0rzUF6bYQStgPYk73JGjZXamV3PB0PbyeAo8VSAK+cXoxH2JNxg0s5kSY5YFAp4TNwicS0plYr5fAm7E4uQLJqh0s68e52QxQFIwwTVuumSyLQSqgxnAkZpL9YQUTagPWhaKmkAupVMfhjhA6t0cDdUtqTBE/X7REIDrYeBbzsDavr6tzcW//KasekWWwmXUWxAsumibiywCfE4ENzhCpgRQ0soU9zeilmfKsqMjS1tQ/j6FP9PavmcW8gVro6z5dNZHCm0h/bRIXLRCSqjS1RBVcTQHXpAT+jZuXcenRfnddo658xmdtAPOG+f88qXGg==</latexit>

�k,PDF 6= 0

• Refitting is a balance between new data and existing data in fit. Key point: PDF eigenvectors are defined such 
that taking a given                        gives                                      .     

<latexit sha1_base64="fH77xBwtbpSpaqIi9qvRIiIoRfU=">AAACDXicdVDLSsNAFJ3UV62vqEs3g1VwISUJEtuFUNSFywp9QRPLZDpth04yYWYilNAfcOOvuHGhiFv37vwbJ20FFT1w4XDOvdx7TxAzKpVlfRi5hcWl5ZX8amFtfWNzy9zeaUqeCEwamDMu2gGShNGINBRVjLRjQVAYMNIKRheZ37olQlIe1dU4Jn6IBhHtU4yUlrrmgXdJmELQw0N643RTT4RwwHiA2DFnvQk8g3Utm0WrZGm4LsyIXbZsTSqVsuNUoD21LKsI5qh1zXevx3ESkkhhhqTs2Fas/BQJRTEjk4KXSBIjPEID0tE0QiGRfjr9ZgIPtdKDfS50RQpO1e8TKQqlHIeB7gyRGsrfXib+5XUS1S/7KY3iRJEIzxb1EwYVh1k0sEcFwYqNNUFYUH0rxEMkEFY6wIIO4etT+D9pOiXbLbnXJ8Xq+TyOPNgD++AI2OAUVMEVqIEGwOAOPIAn8GzcG4/Gi/E6a80Z85ld8APG2yfaLJrQ</latexit>

��2
global,old = T 2

• This is not optional: it is what we would e.g. get by passing a given eigenvector through our fitting code.     

To be precise: T depends on 
the eigenvector for MSHT 
(omit for simplicity).
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New data Data already in fit

<latexit sha1_base64="Pl3YfbgUFvWmfxQ88Wov3Negs/A=">AAACVHicbVFNSwMxEM2u3/Wr6tFLsAiCUnZF1IsgevGoYFXo1pLNTtvQbLIks2pZ9kfqQfCXePFgWovUj4HA4703mclLnElhMQjePH9qemZ2bn6hsri0vLJaXVu/sTo3HBpcS23uYmZBCgUNFCjhLjPA0ljCbdw/H+q3D2Cs0OoaBxm0UtZVoiM4Q0e1q/2I98T9fruITEq7UsdM7kV7Ch5LekIjhCcczSgMJGUx6R1aSro76YllDj9N3xdqmZRlu1oL6sGo6F8QjkGNjOuyXX2JEs3zFBRyyaxthkGGrYIZFFxCWYlyCxnjfdaFpoOKpWBbxWiZkm47JqEdbdxRSEfsZEfBUmsHaeycKcOe/a0Nyf+0Zo6d41YhVJYjKP41qJNLipoOE6aJMMBRDhxg3Ai3K+U9ZhhH9w8VF0L4+8l/wc1+PTysH14d1E7PxnHMk02yRXZISI7IKbkgl6RBOHkm7x7xPO/V+/Cn/Jkvq++NezbIj/JXPgGt4bSn</latexit>

�2
global, new = �2

new + �2
global, old

<latexit sha1_base64="3BWnydxwx5fHFiN2AEjWRZUE8mo=">AAACpnicbVFdb9MwFHUCjFHGKPDIi0U1qZO2KkGo2wvSxCY+XqbC6DqpKeHGdVo3dhLZN0hVlJ/Gn+CNf4OTVtVYdyVbR+eec2xfR7kUBj3vr+M+ePho5/Huk9bTvWf7z9svXl6brNCMD1kmM30TgeFSpHyIAiW/yTUHFUk+ipLzuj/6xbURWfodlzmfKJilIhYM0FJh+3dgChWW4mjx3q9+lJdhGWhFp4BVFUgeY/ciFPSYYrOvtElFg0+gFNS2xJpqx+Dio6UjjpZNjjZUFWgxm+PhudUurPTY38QumtjFJlbdjlX3xKrt2LDd8XpeU3Qb+GvQIesahO0/wTRjheIpMgnGjH0vx0kJGgWTvGoFheE5sARmfGxhCoqbSdmMuaIHlpnSONN2pUgb9rajBGXMUkVWqQDn5m6vJu/rjQuMTyelSPMCecpWB8WFpJjR+s/oVGjOUC4tAKaFvStlc9DA0P5syw7Bv/vkbXD9tuf3e/2v7zpnH9bj2CWvyRvSJT45IWfkMxmQIWFOx/nifHOu3K576Q7d0UrqOmvPK/JfuT//AQgmzwQ=</latexit>

NdatX

i,j=1

 
Di � ti �

X

k

�PDF
i,k �k,PDF

!
C�1

ij

 
Dj � tj �

X

m

�PDF
i,m �m,PDF

!
<latexit sha1_base64="NZ69iHupiKTkT8CGM519ZFMr5to=">AAACCXicbVDLSsNAFJ3UV62vqEs3g0VwISUpUl0WFXFZoS9o0jCZTtohM0mYmQgldOvGX3HjQhG3/oE7/8Zpm4W2HrhwOOde7r3HTxiVyrK+jcLK6tr6RnGztLW9s7tn7h+0ZZwKTFo4ZrHo+kgSRiPSUlQx0k0EQdxnpOOH11O/80CEpHHUVOOEuBwNIxpQjJSWPBM2+1XoyJR7IXR8opCXhWeZIzhs3NxOJv2qZ5atijUDXCZ2TsogR8Mzv5xBjFNOIoUZkrJnW4lyMyQUxYxMSk4qSYJwiIakp2mEOJFuNvtkAk+0MoBBLHRFCs7U3xMZ4lKOua87OVIjuehNxf+8XqqCSzejUZIqEuH5oiBlUMVwGgscUEGwYmNNEBZU3wrxCAmElQ6vpEOwF19eJu1qxa5Vavfn5fpVHkcRHIFjcApscAHq4A40QAtg8AiewSt4M56MF+Pd+Ji3Fox85hD8gfH5A+dfmTg=</latexit>

T 2
X

k

�2
k,PDF

<latexit sha1_base64="7CDz+hFii/hnzm/SPcG6JVj1JjA=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXJHoMevGYgHlAsoTZSW8yZnZ2mZkVQsgXePGgiFc/yZt/4yTZgyYWNBRV3XR3BYng2rjut5NbW9/Y3MpvF3Z29/YPiodHTR2nimGDxSJW7YBqFFxiw3AjsJ0opFEgsBWM7mZ+6wmV5rF8MOME/YgOJA85o8ZK9YteseSW3TnIKvEyUoIMtV7xq9uPWRqhNExQrTuemxh/QpXhTOC00E01JpSN6AA7lkoaofYn80On5MwqfRLGypY0ZK7+npjQSOtxFNjOiJqhXvZm4n9eJzXhjT/hMkkNSrZYFKaCmJjMviZ9rpAZMbaEMsXtrYQNqaLM2GwKNgRv+eVV0rwse5VypX5Vqt5mceThBE7hHDy4hircQw0awADhGV7hzXl0Xpx352PRmnOymWP4A+fzB3UXjLo=</latexit>

+

<latexit sha1_base64="Gif8wfDX+wcnboTKH2P46meNI4A=">AAACAnicdVDLSgMxFM3UV62vUVfiJlgEF1IyRcZ2V1TEZQX7gM4wZNK0Dc08SDJCGQY3/oobF4q49Svc+Tdm2goqeiBwOOdebs7xY86kQujDKCwsLi2vFFdLa+sbm1vm9k5bRokgtEUiHomujyXlLKQtxRSn3VhQHPicdvzxee53bqmQLApv1CSmboCHIRswgpWWPHPP8anCXjo+Th0RwObFZZZBR0XQ8swyqiAN24Y5sWrI0qRer1WrdWhNLYTKYI6mZ747/YgkAQ0V4VjKnoVi5aZYKEY4zUpOImmMyRgPaU/TEAdUuuk0QgYPtdKHg0joFyo4Vb9vpDiQchL4ejLAaiR/e7n4l9dL1KDmpiyME0VDMjs0SDjUEfM+YJ8JShSfaIKJYPqvkIywwETp1kq6hK+k8H/SrlYsu2Jfn5QbZ/M6imAfHIAjYIFT0ABXoAlagIA78ACewLNxbzwaL8brbLRgzHd2wQ8Yb58z+Zaw</latexit>

�k,PDF ! 1• Key point: PDF eigenvectors are defined such that taking                        gives                                      .     
<latexit sha1_base64="fH77xBwtbpSpaqIi9qvRIiIoRfU=">AAACDXicdVDLSsNAFJ3UV62vqEs3g1VwISUJEtuFUNSFywp9QRPLZDpth04yYWYilNAfcOOvuHGhiFv37vwbJ20FFT1w4XDOvdx7TxAzKpVlfRi5hcWl5ZX8amFtfWNzy9zeaUqeCEwamDMu2gGShNGINBRVjLRjQVAYMNIKRheZ37olQlIe1dU4Jn6IBhHtU4yUlrrmgXdJmELQw0N643RTT4RwwHiA2DFnvQk8g3Utm0WrZGm4LsyIXbZsTSqVsuNUoD21LKsI5qh1zXevx3ESkkhhhqTs2Fas/BQJRTEjk4KXSBIjPEID0tE0QiGRfjr9ZgIPtdKDfS50RQpO1e8TKQqlHIeB7gyRGsrfXib+5XUS1S/7KY3iRJEIzxb1EwYVh1k0sEcFwYqNNUFYUH0rxEMkEFY6wIIO4etT+D9pOiXbLbnXJ8Xq+TyOPNgD++AI2OAUVMEVqIEGwOAOPIAn8GzcG4/Gi/E6a80Z85ld8APG2yfaLJrQ</latexit>

��2
global,old = T 2

• So if new data prefers e.g.                        this to be balanced against this deterioration in fit to remaining data.
<latexit sha1_base64="Gif8wfDX+wcnboTKH2P46meNI4A=">AAACAnicdVDLSgMxFM3UV62vUVfiJlgEF1IyRcZ2V1TEZQX7gM4wZNK0Dc08SDJCGQY3/oobF4q49Svc+Tdm2goqeiBwOOdebs7xY86kQujDKCwsLi2vFFdLa+sbm1vm9k5bRokgtEUiHomujyXlLKQtxRSn3VhQHPicdvzxee53bqmQLApv1CSmboCHIRswgpWWPHPP8anCXjo+Th0RwObFZZZBR0XQ8swyqiAN24Y5sWrI0qRer1WrdWhNLYTKYI6mZ747/YgkAQ0V4VjKnoVi5aZYKEY4zUpOImmMyRgPaU/TEAdUuuk0QgYPtdKHg0joFyo4Vb9vpDiQchL4ejLAaiR/e7n4l9dL1KDmpiyME0VDMjs0SDjUEfM+YJ8JShSfaIKJYPqvkIywwETp1kq6hK+k8H/SrlYsu2Jfn5QbZ/M6imAfHIAjYIFT0ABXoAlagIA78ACewLNxbzwaL8brbLRgzHd2wQ8Yb58z+Zaw</latexit>

�k,PDF ! 1

• To best of our knowledge, all LHC analyses where profiling is performed instead take:
<latexit sha1_base64="3BWnydxwx5fHFiN2AEjWRZUE8mo=">AAACpnicbVFdb9MwFHUCjFHGKPDIi0U1qZO2KkGo2wvSxCY+XqbC6DqpKeHGdVo3dhLZN0hVlJ/Gn+CNf4OTVtVYdyVbR+eec2xfR7kUBj3vr+M+ePho5/Huk9bTvWf7z9svXl6brNCMD1kmM30TgeFSpHyIAiW/yTUHFUk+ipLzuj/6xbURWfodlzmfKJilIhYM0FJh+3dgChWW4mjx3q9+lJdhGWhFp4BVFUgeY/ciFPSYYrOvtElFg0+gFNS2xJpqx+Dio6UjjpZNjjZUFWgxm+PhudUurPTY38QumtjFJlbdjlX3xKrt2LDd8XpeU3Qb+GvQIesahO0/wTRjheIpMgnGjH0vx0kJGgWTvGoFheE5sARmfGxhCoqbSdmMuaIHlpnSONN2pUgb9rajBGXMUkVWqQDn5m6vJu/rjQuMTyelSPMCecpWB8WFpJjR+s/oVGjOUC4tAKaFvStlc9DA0P5syw7Bv/vkbXD9tuf3e/2v7zpnH9bj2CWvyRvSJT45IWfkMxmQIWFOx/nifHOu3K576Q7d0UrqOmvPK/JfuT//AQgmzwQ=</latexit>

NdatX

i,j=1

 
Di � ti �

X

k

�PDF
i,k �k,PDF

!
C�1

ij

 
Dj � tj �

X

m

�PDF
i,m �m,PDF

!
<latexit sha1_base64="7CDz+hFii/hnzm/SPcG6JVj1JjA=">AAAB6HicbVDLSgNBEOyNrxhfUY9eBoMgCGFXJHoMevGYgHlAsoTZSW8yZnZ2mZkVQsgXePGgiFc/yZt/4yTZgyYWNBRV3XR3BYng2rjut5NbW9/Y3MpvF3Z29/YPiodHTR2nimGDxSJW7YBqFFxiw3AjsJ0opFEgsBWM7mZ+6wmV5rF8MOME/YgOJA85o8ZK9YteseSW3TnIKvEyUoIMtV7xq9uPWRqhNExQrTuemxh/QpXhTOC00E01JpSN6AA7lkoaofYn80On5MwqfRLGypY0ZK7+npjQSOtxFNjOiJqhXvZm4n9eJzXhjT/hMkkNSrZYFKaCmJjMviZ9rpAZMbaEMsXtrYQNqaLM2GwKNgRv+eVV0rwse5VypX5Vqt5mceThBE7hHDy4hircQw0awADhGV7hzXl0Xpx352PRmnOymWP4A+fzB3UXjLo=</latexit>

+
<latexit sha1_base64="NZ69iHupiKTkT8CGM519ZFMr5to=">AAACCXicbVDLSsNAFJ3UV62vqEs3g0VwISUpUl0WFXFZoS9o0jCZTtohM0mYmQgldOvGX3HjQhG3/oE7/8Zpm4W2HrhwOOde7r3HTxiVyrK+jcLK6tr6RnGztLW9s7tn7h+0ZZwKTFo4ZrHo+kgSRiPSUlQx0k0EQdxnpOOH11O/80CEpHHUVOOEuBwNIxpQjJSWPBM2+1XoyJR7IXR8opCXhWeZIzhs3NxOJv2qZ5atijUDXCZ2TsogR8Mzv5xBjFNOIoUZkrJnW4lyMyQUxYxMSk4qSYJwiIakp2mEOJFuNvtkAk+0MoBBLHRFCs7U3xMZ4lKOua87OVIjuehNxf+8XqqCSzejUZIqEuH5oiBlUMVwGgscUEGwYmNNEBZU3wrxCAmElQ6vpEOwF19eJu1qxa5Vavfn5fpVHkcRHIFjcApscAHq4A40QAtg8AiewSt4M56MF+Pd+Ji3Fox85hD8gfH5A+dfmTg=</latexit>

T 2
X

k

�2
k,PDF

• I.e. as if taking                        only leads to                                 , which is incorrect. Corresponds to down-
weighting the impact of other data in the fit (much of it from the LHC).

<latexit sha1_base64="Gif8wfDX+wcnboTKH2P46meNI4A=">AAACAnicdVDLSgMxFM3UV62vUVfiJlgEF1IyRcZ2V1TEZQX7gM4wZNK0Dc08SDJCGQY3/oobF4q49Svc+Tdm2goqeiBwOOdebs7xY86kQujDKCwsLi2vFFdLa+sbm1vm9k5bRokgtEUiHomujyXlLKQtxRSn3VhQHPicdvzxee53bqmQLApv1CSmboCHIRswgpWWPHPP8anCXjo+Th0RwObFZZZBR0XQ8swyqiAN24Y5sWrI0qRer1WrdWhNLYTKYI6mZ747/YgkAQ0V4VjKnoVi5aZYKEY4zUpOImmMyRgPaU/TEAdUuuk0QgYPtdKHg0joFyo4Vb9vpDiQchL4ejLAaiR/e7n4l9dL1KDmpiyME0VDMjs0SDjUEfM+YJ8JShSfaIKJYPqvkIywwETp1kq6hK+k8H/SrlYsu2Jfn5QbZ/M6imAfHIAjYIFT0ABXoAlagIA78ACewLNxbzwaL8brbLRgzHd2wQ8Yb58z+Zaw</latexit>

�k,PDF ! 1
<latexit sha1_base64="CLMGg/484Xnr0ioEd4T+omaITyw=">AAACCnicdVDLSsNAFJ34rPVVdelmtAgupCRBarsQirpwWcE+oIlhMpm0QyeZMDMRSujajb/ixoUibv0Cd/6Nk7aCih64cDjnXu69x08Ylco0P4y5+YXFpeXCSnF1bX1js7S13ZY8FZi0MGdcdH0kCaMxaSmqGOkmgqDIZ6TjD89zv3NLhKQ8vlajhLgR6sc0pBgpLXmlPeeCMIWggwf0xvYyR0Swz7iP2BHkLBifWl6pbFZMjWoV5sSqmZYm9XrNtuvQmlimWQYzNL3SuxNwnEYkVpghKXuWmSg3Q0JRzMi46KSSJAgPUZ/0NI1RRKSbTV4ZwwOtBDDkQles4ET9PpGhSMpR5OvOCKmB/O3l4l9eL1Vhzc1onKSKxHi6KEwZVBzmucCACoIVG2mCsKD6VogHSCCsdHpFHcLXp/B/0rYrVrVSvTouN85mcRTALtgHh8ACJ6ABLkETtAAGd+ABPIFn4954NF6M12nrnDGb2QE/YLx9AgWNmd8=</latexit>

��2
global,old = 1

• Note this issue already enters at the level of pull of new data on central value of PDFs, i.e. it is independent of 
question of how final PDF uncertainties should be defined in analysis - although also relevant there!
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Uncertainty Correlations (Brief Comments)
18
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Figure 10: Values of sin2 q`eff measured with the AFB and A4 fits, for seven alternative PDF sets,
combining the four detection channels and using the full Run 2 data sample. The orange line
and the yellow band correspond to the default result, obtained with the CT18Z PDFs. The green
open squares show the results obtained without profiling the corresponding PDF uncertainties.
For the AFB-based result, the violet error band represents the PDF uncertainty while the black
error bar represents the total uncertainty.
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Figure 11: Comparison of the sin2 q`eff values measured in this analysis with previous measure-
ments and the SM prediction.

the CT18Z set of parton densities, the result is

sin2 q`eff = 0.23157 ± 0.00010 (stat) ± 0.00015 (syst) ± 0.00009 (theo) ± 0.00027(PDF).

The total uncertainty, dominated by the PDF term, is 0.00031, accounting for correlated uncer-
tainties; it varies between 0.00024 and 0.00035, depending on the PDF set used. For the central
values of the CT18Z set, the combined statistical and experimental systematic uncertainty is
0.00014. The measured sin2 q`eff value is in good agreement with the standard model predic-
tion, 0.23155 ± 0.00004, and is the most precise among the hadron-collider measurements. The
precision is comparable to that of the two most precise measurements performed in e+e� col-
lisions at LEP and SLD, with respective uncertainties of 0.00026 and 0.00029. We have also
measured the A4 coefficient differentially, as a function of the dilepton’s mass and rapidity, a
result that can be used in combination with other LHC measurements and in improvements of
the sin2 q`eff measurement with future PDF sets.

• Ongoing proposal to evaluate the correlations between the PDF uncertainties of different groups - aim to arrive 
at better estimate of eventual uncertainty. Two brief remarks/questions:

★ If PDF profiling/reweighting is becoming the default, how would such a study sit within this?
★Deeper question of tolerance, comparisons between methodologies may be key.
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Summary/Outlook

Thank you for listening!
25

★Have presented here the first global closure test of the MSHT20 fitting approach: 
parameterisation inflexibility not observed to be major contribution to error budget.

★But I have tried to motivate why an enlarged error definition is nonetheless needed in the 
complex environment of a global PDF fit. 

★At level of errors                                                             in general with some exceptions - 
gluon larger though less than                  (~MSHT20 default).

★Have had to be very brief here - full paper out very soon with all the details. Stay tuned!
★Approximate N3LO PDFs very well advanced - a lot is known and these improve accuracy 

of results along with missing higher order uncertainties.
★First strong coupling determination at aN3LO - perturbative convergence has been reached.
★Finally: care needed to correctly profile PDFs with tolerance in error definition!
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• In less well constrained regions deviation larger, e.g for              at low and high    and the        at high    .  

• Hence in extrapolation region input not always consistent within uncertainties

• As ~ outside data region not inconsistent (errors driven by data), but indicates more conservative error 
definition in these regions may be desirable (as tends to happen in NN approach). 

• Though arguably no ‘right’ answer in true extrapolation region (too conservative vs. over-conservative).
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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Global Fluctuated Closure Test
• Exactly the same closure test settings, but fluctuate pseudodata according to experimental uncertainties. Fit 

quality                                     expected (and found).

• Test faithfulness of MSHT parameterisation by producing MC replica set - perform 100 replica fits.

• Error propagation used by NNPDF. Shown to be equivalent to Hessian             w. fixed parameterisation.
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Figure 5: A selection of PDFs at Q2 = 104 GeV2 that result from a closure test fit to the NNPDF4.0 dataset, using
the MSHT20 parameterisation. The Hessian PDF uncertainties calculated with a T 2 = 1 fixed tolerance are shown
in purple (and are as in Fig. 3), while the result of MC replica generation are shown in green. The NNPDF4.0 (p.
charm) input is given by the dashed red line. Results are shown as a ratio to the L0 Hessian (T 2 = 1) fit.

12

10�5 10�4 10�3 10�2 10�1

x

0.96

0.98

1.00

1.02

1.04

xg, PDF ratio, Q2 = 104 GeV2

MSHT (T 2
= 1)

MSHT replica
Input

10�5 10�4 10�3 10�2 10�1

x

0.90

0.95

1.00

1.05

1.10
x(s + s̄), PDF ratio, Q2 = 104 GeV2

MSHT (T 2
= 1)

MSHT replica
Input

10�5 10�4 10�3 10�2 10�1

x

0.90

0.95

1.00

1.05

1.10
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Figure 5: A selection of PDFs at Q2 = 104 GeV2 that result from a closure test fit to the NNPDF4.0 dataset, using
the MSHT20 parameterisation. The Hessian PDF uncertainties calculated with a T 2 = 1 fixed tolerance are shown
in purple (and are as in Fig. 3), while the result of MC replica generation are shown in green. The NNPDF4.0 (p.
charm) input is given by the dashed red line. Results are shown as a ratio to the L0 Hessian (T 2 = 1) fit.
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• Encouraging agreement between MC replica and Hessian uncertainties. Would not expect if issues with 
parameterisation inflexibility. PDF uncertainties more representative at high    .
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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• However exact agreement between Hessian and MC replica approach only expected in exact Gaussian 
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Figure 7: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation, now focussing on the high x region. The Hessian PDF uncertainties calculated
with a T 2 = 1 fixed tolerance are shown in purple (and are as in Fig. 3), while the result of MC replica generation
are shown in green. The NNPDF4.0 (p. charm) input is given by the dashed red line.
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Figure 6: PDF uncertainties at Q2 = 104 GeV2 that result from a closure test fit to the NNPDF4.0 dataset, using
the MSHT20 parameterisation. The Hessian PDF uncertainties calculated with a T 2 = 1 fixed tolerance are shown
in purple (and are as in Fig. 4), while the result of MC replica generation are shown in green. The NNPDF4.0 (p.
charm) input is also shown for comparison, although this plays no role in the closure test.
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high x

• MC replica uncertainty much larger here - helps improve matching with input set.

• Much more in line with NNPDF uncertainty. Perhaps MC replica propagation (rather than NN) playing 
(most?) significant role here?
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Tolerance: Toy Model

4 The role of the tolerance

As discussed above, in global PDF determinations there is a great deal of evidence for the need
to include a tolerance that increases the error ��2 = T error definition such that T > 1, where
the standard parameter fitting criterion would be to take T = 1, see e.g. [18–23]. Evidence for
this has been arrived at from various perspectives, but is in general based upon observation of
the global and dataset fit qualities in global PDF fits, with often significant departures observed
from the behaviour one might expect if the more stringent T = 1 parameter fitting criterion
were to apply. Indeed, the general global fit quality, even in the most recent approximate N3LO
fits [15, 16], which come from both fixed parameterisation and neural network approaches, is
⇠ 7 standard deviations away from unity. Beyond that, the tension between di↵erent datasets
entering the fit (or to be precise the data/theory combination) is often found to be larger than
what one would expect according to statistical fluctuations alone [NOTE: LHL – best refs
for that specific point?? Will also move some of this to introduction in the end].

4.1 General Remarks

Having set up the global closure test above, where so far exact data and theory consistency has
been assumed by construction, it is therefore interesting to consider a closure test but where
dataset inconsistencies are injected into the fit. We will do this in the following section, but
before doing so it is instructive to make some general remarks about the tolerance, and the
relationship between the Hessian and Monte Carlo replica approach, within the context of a
simple toy example.

We in particular consider the simplest possible case of a fit to two measured values, Di

(i = 1, 2), of a single observable O, with true value D0. The fit theoretical prediction, T ,
which we assume to be otherwise unconstrained, simply corresponds to the best fit value of the
observable, O, that comes from this pair of measurements. We will for simplicity assume that
the Di have the same experimental uncertainty, �, in which case we have

T0 =
1

2
(D1 + D2) , (11)

i.e. the best fit theory value is given by the average of the two data values. This is assumed for
simplicity, but we could readily take the errors to be di↵erent, in which case this would instead
be a suitable weighted average of the two measured values, and the discussion below would be
qualitatively unchanged. Similarly, generalising to the case of more than one datapoint in each
dataset would lead the basic result unchanged; we will briefly discuss this at the end of the
section.

Writing T = T0 + �T , it is straightforwards to show that the ��2 as we deviate from this
best fit value is simply given by

��2 =
2�T 2

�2
, (12)

i.e. it is independent of the specific value of T0 and the particular values of the Di. This is of
course completely consistent with the underlying statistics of the measurement, namely the the
��2 = 1 error is given by

�T = ± �p
2

(13)

as we would expect. In particular, the D1,2 are given by

D1,2 = D0 + ��1,2 , (14)
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�1,2 : univariate Gaussian

Independent of particular values of 
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D1,2

For consistent case
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t0 =
1

2
(D1 +D2)

<latexit sha1_base64="hz/DOG78rw8nmq5rPqoaUn3PSmY=">AAAB9XicbVDLSgNBEJyNrxhfUY9eBoMgCGFXJHoRAip4jGAekKxhdtKbDJl9MNOrhCX/4cWDIl79F2/+jZNkD5pY0FBUddPd5cVSaLTtbyu3tLyyupZfL2xsbm3vFHf3GjpKFIc6j2SkWh7TIEUIdRQooRUrYIEnoekNryZ+8xGUFlF4j6MY3ID1Q+ELztBID3iJXfukcw0SGcVusWSX7SnoInEyUiIZat3iV6cX8SSAELlkWrcdO0Y3ZQoFlzAudBINMeND1oe2oSELQLvp9OoxPTJKj/qRMhUinaq/J1IWaD0KPNMZMBzoeW8i/ue1E/Qv3FSEcYIQ8tkiP5EUIzqJgPaEAo5yZAjjSphbKR8wxTiaoAomBGf+5UXSOC07lXLl7qxUvcniyJMDckiOiUPOSZXckhqpE04UeSav5M16sl6sd+tj1pqzspl98gfW5w9capHN</latexit>

t = t0 +�t
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�t = ± �p
2

this is correct.
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�t = ± �p
2

this is incorrect.

where are �1,2 are normally distribution with unit variance, i.e. the D1,2 are sampled from a
normal distribution with true value D0 and error �. In this case, if the experiments corresponding
to D1 and D2 are repeated multiple times, then D0 will lie within the corresponding T0 ± |�T |
with 1� (⇠ 68%) frequency. Equivalently, the distribution of the fit T0 over multiple repeated
experiments will be centred on hT0i = D0 with standard deviation given by (13). In other
words, provided the underlying errors are faithful, and the measured Di are due to an underlying
distribution that is statistically consistent with the true value D0, then the ��2 = 1 error in the
fit value of T0 correctly indicates the expected 68% C.L. consistency of this with the underlying
true data value D0.

The above discussion then immediately tells us what will happen if there is some inconsis-
tency or tension in the measured data. We can in particular imagine that we instead have

D1,2 = a1,2 + (D0 + ��1,2) , (15)

where the �1,2 are drawn from the same normal distribution as before, i.e. for simplicity we
assume that the statistical error � is correctly known, though one could generalise to the case
where this is not true without adding to the discussion below. However, we now introduce
the a1,2 as constant o↵sets that represent the (unknown) sources of inconsistency in the two
measurements. Namely, they are non–zero in generating the measured values of D1,2, but
they are not accounted for in the fit, which still (now incorrectly) assumes that the D1,2 are
representative of the underlying true value D0 with statistical uncertainty �. In this case, the
best fit value of T0 would be given by the same average as in (11), which we can write explicitly
as

T0 =
1

2
(a1 + a2) + D0 +

�

2
(�1 + �2) , (16)

and applying the ��2 = 1 criterium would give exactly the same error (13) as before; as this
is independent of the particular value of T0 it will clearly be independent of the ai. This will
however no longer be statistically consistent with the underlying true value, D0. Indeed, if the
experiments are repeated multiple times we will have

hT0i =
1

2
(a1 + a2) + D0 , (17)

and so for non–zero a1,2 the average value of T0 will be o↵set from the true value of D0 in a
manner that is not accounted for by the quoted uncertainty (13). In other words, the ��2 = 1
uncertainty on the fit value of T0 does not account at all for any statistical deviation between the
measured Di and the true value D0 or any tension between the measured Di. The corresponding
error is in particular identical to the case of exact data/theory consistency above.

The above results can be understood rather intuitively. Namely, the uncertainty (13) corre-
sponds to the statistical uncertainty on the average (11) of the two measured values D1,2 that is
purely due to their statistical errors �1,2 = �. In the case of complete data/theory consistency
(a1,2 = 0) this is the correct statistical uncertainty on the fit to the true value D0, in e.g. the
frequentist sense described above. If we introduce some inconsistency (a1,2 6= 0) then (13) still
correctly corresponds to the statistical uncertainty, due to the errors �i = � on the average
of the two measured values D1,2, which will indeed be consistent with (17) at 68% confidence
according to the error given by (13). It is simply that this average is no longer representative of
the true value D0 due to the a1,2 6= 0 o↵set, and as the above discussion makes clear, the quoted
��2 = 1 uncertainty is unrelated to that disagreement.

If we consider instead the MC replica approach to uncertainty propagation, this should be
completely consistent with the discussion above, though it is worth verifying this for complete

21

32



Tolerance: Toy Model
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t0 =
1

2
(D1 +D2)
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t = t0 +�t

Applying dynamic 
tolerance instead find
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�t / a1 � a2
i.e. larger spread to 
account for tension.
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3. MSHT –S Bounds

MSHT20 –S bounds - NNLO

Therefore upper/lower bounds are +0.0014/-0.0010 at NNLO.

–S,NNLO(M2
Z ) = 0.1171 ± 0.0014

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 21 / 29

BCDMSp data
strongest constraint
upwards: �–S (M2

Z
)

= +0.0014.

ATLAS 8 TeV Z

data gives lower
bound: �–S (M2

Z
)

= ≠0.0010.

SLACp and ATLAS 8TeV
ZpT both give upper bound:

�–S (M2
Z

) = +0.0018.

CMS/ATLAS (dilepton)
tt̄ single di�. would
give lower/same upper –S

bound, but not used.

NMC deuteron,
ATLAS 8 TeV High
Mass DY give lower
bounds of �–S (M2

Z
) =

≠0.0017, ≠0.0018.

Consistent with World Average
of 0.1180 ± 0.0009.

Consistent with –S bounds
seen in previous studies,
and between orders
(NNLO and aN3LO).

Preliminary!

T.C., L.A. Harland-Lang, R.S. Thorne: Upcoming!34With thanks to T. Cridge



2. PDFs at approximate N3LO

Impact of aN3LO on ggF Higgs Production:
Consider impact of our aN3LO PDFs on known N3LO Higgs
production in gluon fusion32,33 - shift down due to change in gluon:

Increase in cross-section at N3LO compensated by reduction in PDFs
at aN3LO ∆ important to consider PDF and ‡ changes together.
aN3LO result lies within uncertainty band of full NNLO.
aN3LO PDF uncertainty bands enlarged - inclusion of MHOUs.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 18 / 44

Ô
s = 13 TeV

Results obtained using ggHiggs code50.

Note greater stability of full NNLO
and N3LO xsec + aN3LO PDF results

• Change in gluon corresponds to reduction in 
e.g. ggH at N3LO - improves stability.

2. PDFs at approximate N3LO

Impact of aN3LO on Drell-Yan production:
Consider impact of our aN3LO PDFs on Drell-Yan production at LHC,
e.g. Neutral current at mZ at 13 TeV:

Only small change in using aN3LO PDFs relative to NNLO PDFs.
Predictions with NNLO and aN3LO PDFs are stable.
PDF uncertainties dominate at NNLO and N3LO, indeed enlarged from
MSHT20aN3LO with inclusion of MHOUs.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 16 / 44

Produced using the n3loxs code49.

Note greater stability of full NNLO
and N3LO xsec + aN3LO PDF results• Some increase in NC 

DY - again mild 
improvement in stability.

• NNPDF have also produced aN3LO fit. Gluon qualitatively 
similar, but change smaller:

Stay tuned!

New Developments : aN3LO and missing higher orders
• PDF + pheno impact moderate but non-negligible:

Figure 4.2. The NLO, NNLO and aN3LO NNPDF4.0 PDFs at Q = 100 GeV. We display the up, antiup, down,
antidown, strange, antistrange, charm and gluon PDFs normalized to the aN3LO result. Error bands correspond to
one sigma PDF uncertainties, not including MHOUs on the theory predictions used in the fit.
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Figure 4.2. The NLO, NNLO and aN3LO NNPDF4.0 PDFs at Q = 100 GeV. We display the up, antiup, down,
antidown, strange, antistrange, charm and gluon PDFs normalized to the aN3LO result. Error bands correspond to
one sigma PDF uncertainties, not including MHOUs on the theory predictions used in the fit.
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Figure 36: (Continued) High-Q2 ratio plots showing the aN3LO 68% confidence intervals with
decorrelated (Hij+Kij) and correlated (H 0

ij
)K-factor parameters, compared to NNLO 68% confidence

intervals. Also shown are the central values at NNLO when fit to all non-HERA datasets which
show similarities with N3LO in the large-x region of selected PDF flavours. All plots are shown for
Q

2 = 104 GeV2.

high-x, combined with the increase in the gluon PDF at small-x (as these two ingredients are

convoluted together). Comparing with Fig. 95 in [3], we observe that the approximate N3LO

charm quark now follows a much closer trend to the CT18 PDF and is therefore even more

significantly di↵erent from the NNPDF NNLO fitted charm at large-x than MSHT20 at NNLO.

In the high-Q2 setting shown in Fig. 36 we observe similar albeit less drastic e↵ects to those

described above.

Also contained in Fig.’s 35 and 36 are the relative forms of NNLO PDFs when fit to all non-

HERA data (full �2 results are provided in Appendix B). Comparing the non-HERA NNLO

PDFs with aN3LO PDFs, there are some similarities in the shapes and magnitudes of a handful

of PDFs in the intermediate to large-x regime, most noticeably the light quarks. At small-x

the HERA data heavily constrains the PDF fit and therefore these similarities rapidly break
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Figure 5.4. Same as Fig. 5.1 for Higgs production in gluon-fusion and via vector-boson fusion.

they do not at NLO for VBF, nor at NLO and NNLO for associated production. The impact of using aN3LO
PDFs instead of NNLO PDFs at N3LO for NNPDF4.0 is very moderate for gluon fusion, somewhat more
significant for associated production, and more significant for VBF, in which it is comparable to the PDF
uncertainty. For MSHT20 instead a significant from using aN3LO instead of NNLO PDFs is also observed
for gluon fusion, where suppression of the cross-sections is seen when replacing NNLO with aN3LO PDFs.
This follows from the behaviour of the gluon luminosity seen in Fig. 4.19. The impact of MHOUs on the
PDFs is generally quite small on the scale of the PDF uncertainty at all perturbative orders, and essentially
absent for gluon fusion. For associated production it marginally improves perturbative convergence.

6 Summary and outlook

We have presented the first aN3LO PDF sets within the NNPDF framework, by constructing a full set
of approximate N3LO splitting functions based on available partial results and known limits, approximate
massive DIS coe�cient functions, and extending to this order the FONLL general-mass scheme for DIS
coe�cient functions. We now summarize the new PDF sets that we are releasing, our main conclusions on
their features, and our plans for future developments.

The NNPDF4.0 aN3LO PDF sets are available via the LHAPDF6 interface,

http://lhapdf.hepforge.org/ .

Specifically, we provide an aN3LO NNPDF4.0 set

NNPDF40 an3lo as 01180

that supplements the LO, NLO and NNLO sets of Ref. [37].
We also provide NLO and aN3LO NNPDF4.0MHOU sets

NNPDF40 nlo as 01180 mhou

NNPDF40 an3lo as 01180 mhou
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• Higgs: some difference 
between groups (in part 
due to newer theory)

• Drell Yan: some evidence 
it improves stability of 
N3LO prediction

NLO NNLO N3LO

Perturbative Order (ME)
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]

⇥102

p
s = 13.6 TeV

30 GeV  m``  60 GeV

Neutral Current Drell Yan (PDF + MHOUs)

NNPDF4.0

NNPDF4.0 (NNLOpdf)

MSHT20

MSHT20 (NNLOpdf)

Figure 5.1. The inclusive neutral-current Drell-Yan production cross-section, pp ! �⇤/Z ! `+`�, for di↵erent
ranges of the dilepton invariant mass Q = m``, from low to high invariant masses (top to bottom). Results are shown
(left) comparing NLO, NNLO and aN3LO with matched perturbative order in the matrix element and PDF, and also
at aN3LO with NNLO PDFs using NNPDF4.0 and MSHT20 PDFs and (right) at aN3LO with PDFs without and
with MHOUs.
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aN3LO PDFs

• Comprehensive 
benchmarking study 
underway.

See talk by R. Thorne
15

Note ratios reversed wrt 
MSHT - direction of 
change is consistent!

Effect of MSHT fits with improved [14-16] splitting functions.

Note - no uncertainties used for improved splitting functions - only
central value. Now almost exclusively at small x.

�2
⇠ 50 worse than before (over 100 lower than NNLO) very largely at

small x - would improve at some level once uncertainty accounted for.

Use of (central value of) improved aN3LO splitting functions changes
aN3LO gluon a little compared to published MSHT PDFs, raising 1.5%
near x = 0.01.

Main features of aN3LO comparison to NNLO remain the same.

DIS 2024 – Apr. 2024 6

• Has lead to detailed benchmarking of 
evolution. MSHT: updating to latest 
result has mild impact.
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Tolerance (Again)
• Can also use closure test to motivate need for tolerance. Generate:

★  Fixed-Target DY + DIS data with HERAPDF2.0 input.

★  Hadron Collider data with NNPDF4.0 (pch) input.

• Inputs are indeed in tension for various PDFs - simply model of incompatibility in fit. What do we find?
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Figure 11: As in Fig. 8 but for the charge weighted quark singlet.

input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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Single Input (no tension)
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Figure 11: As in Fig. 8 but for the charge weighted quark singlet.

input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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�2/Npt ⇠ 1.036
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�2/Npt ⇠ 0.995

Two inputs (tension)

• Fit including tension lies ~ in the middle where tension appears. The             error clearly too small - 
enlarged MSHT tolerance does rather better. Crucially the             error v. similar between left + right… 
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Figure 11: As in Fig. 8 but for the charge weighted quark singlet.

input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.

28

10�5 10�4 10�3 10�2 10�1

x

0.90

0.95

1.00

1.05

1.10
x�ch.w., PDF ratio, Q2 = 104 GeV2

global (T 2=1)
low energy DIS/DY+HERA (NNPDF4.0 pch input, T 2

= 1)
hadron collider (NNPDF4.0 pch input, T 2

= 1)

10�5 10�4 10�3 10�2 10�1

x

0.90

0.95

1.00

1.05

1.10
x�ch.w., PDF ratio, Q2 = 104 GeV2

global (T 2
= 1)

global (dyn. T)
low energy DIS/DY+HERA (HERAPDF2.0 input, T 2

= 1)
hadron collider (NNPDF4.0 input, T 2

= 1)

10�5 10�4 10�3 10�2 10�1

x

10�3

10�2

10�1

100
x�ch.w., PDF errors, Q2 = 104 GeV2

global (HERAPDF2.0/NNPDF4.0 pch input, T 2
= 1)

global (NNPDF4.0 pch input, T 2
= 1)

10�5 10�4 10�3 10�2 10�1

x

0.90

0.95

1.00

1.05

1.10
x�ch.w., PDF ratio, Q2 = 104 GeV2

NNPDF4.0 (pch)
HERAPDF2.0’

Figure 11: As in Fig. 8 but for the charge weighted quark singlet.

input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
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Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
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Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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• This effect is completely expected. Can show in simple toy model: PDF uncertainties driven by the quoted 
experimental (theoretical) uncertainties whether underlying fit is self—consistent or not.

• Naive application of             criterion in such a scenario will lead to overly aggressive errors.

Backup
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T = 1
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Tolerance (and Again)
• Final indication here. Perform fit to real NNPDF4.0 data + theory but with MSHT20 parameterisation. 

• Compare to public MSHT20 fit: only difference due to differing data + theory.

Stay tuned for more!
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One source of difference: Deuteron 
Corrections



Tolerance (and Again)
• Final indication here. Perform fit to real NNPDF4.0 data + theory but with MSHT20 parameterisation. 

• Compare to public MSHT20 fit: only difference due to differing data + theory.

Stay tuned for more!
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• Results arguably speak for themselves!
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One source of difference: LHC data 
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• Aside: MSHT parameterisation also performs very well vs. NN one. NNPDF uncertainties broadly                .

See LHL, DIS2024
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N3LO - What do we know?

★ Splitting functions: a wealth of information. Moments & various limits, 
with much recent further progress.

N3LO QCD corrections in PDF determination
Splitting Functions

Singlet (Pqq, Pgg, Pgq, Pqg)
– large-nf limit [NPB915 (2017) 335; arXiv:2308.07958]

– small-x limit [JHEP 06 (2018) 145]

– large-x limit [NPB832 (2010) 152; JHEP 04 (2020) 018; JHEP 09 (2022) 155]

– 5 (10) lowest Mellin moments [PLB 825 (2022) 136853; ibid. 842 (2023) 137944; ibid. 846 (2023) 138215]

Non-singlet (PNS,v, PNS,+, PNS,�)
– large-nf limit [NPB915 (2017) 335; arXiv:2308.07958]

– small-x limit [JHEP 08 (2022) 135]

– large-x limit [JHEP 10 (2017) 041]

– 8 lowest Mellin moments [JHEP 06 (2018) 073]

DIS structure functions (FL, F2, F3)

– DIS NC (massless) [NPB492 (1997) 338; PLB 606 (2005) 123; NPB724 (2005) 3]

– DIS CC (massless) [Nucl.Phys.B 813 (2009) 220]

– massive from parametrisation combining known limits and damping functions [NPB864 (2012) 399]

PDF matching conditions

– all known except for a3
H,g

[NPB820 (2009) 417; NPB886 (2014) 733; JHEP 12 (2022) 134]

Coe�cient functions for other processes

– DY (inclusive) [JHEP 11 (2020) 143]; DY (y di↵erential) [PRL 128 (2022) 052001]
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• Approximate      poorly known!
<latexit sha1_base64="4mNgprN/ERFPB7bg3EjilBs9COI=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqseCCB4r2A9oQ9lsJ+3SzSbuboRS+he8eFDEq3/Im//GTZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCopeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPxTea3n1BpHssHM0nQj+hQ8pAzajKpJ/GxX664VXcOskq8nFQgR6Nf/uoNYpZGKA0TVOuu5ybGn1JlOBM4K/VSjQllYzrErqWSRqj96fzWGTmzyoCEsbIlDZmrvyemNNJ6EgW2M6JmpJe9TPzP66YmvPanXCapQckWi8JUEBOT7HEy4AqZERNLKFPc3krYiCrKjI2nZEPwll9eJa2Lqler1u4vK/XbPI4inMApnIMHV1CHO2hAExiM4Ble4c2JnBfn3flYtBacfOYY/sD5/AEcho5Q</latexit>

6= Emanuele Nocera, Forward Physics and QCD at the 
LHC and EIC, Bad Honnef 23

2. PDFs at approximate N3LO

What do we need to know for N3LO PDFs?
Need to know:

I Splitting functions - at 4-loop to evolve PDFs in (x ,Q2):
P(x , –s) = –SP(0)(x) + –2

SP(1)(x) + –3
SP(2)(x) + –4

SP(3)(x) + ...

I Transition Matrix Elements - at 3-loop to change number of PDF
flavours at heavy quark mass (mh) thresholds.

f nf+1
– (x ,Q2) = [A–i(Q2/m2

h) ¢ f nf
i (Q2)](x)

I Coe�cient Functions for DIS - at 3-loop to determine
structure functions.

F2(x ,Q2) =
ÿ

–œH,q,g;—œq,H
(CVF,nf+1

—,– ¢ A–i(Q2/m2
h) ¢ f nf

i (Q2))

I Hadronic cross-section k-factors - at N3LO.
‡ = ‡0 + ‡1 + ‡2 + ‡3 + ... © ‡N3LO + ...

Much already known, only a few remaining missing pieces.
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★Heavy Flavour: again wealth of information. Moments & various limits, with much recent progress.

2. PDFs at approximate N3LO

What do we need to know for N3LO PDFs?
Need to know:

I Splitting functions - at 4-loop to evolve PDFs in (x ,Q2):
P(x , –s) = –SP(0)(x) + –2

SP(1)(x) + –3
SP(2)(x) + –4

SP(3)(x) + ...

I Transition Matrix Elements - at 3-loop to change number of PDF
flavours at heavy quark mass (mh) thresholds.

f nf+1
– (x ,Q2) = [A–i(Q2/m2

h) ¢ f nf
i (Q2)](x)

I Coe�cient Functions for DIS - at 3-loop to determine
structure functions.

F2(x ,Q2) =
ÿ

–œH,q,g;—œq,H
(CVF,nf+1

—,– ¢ A–i(Q2/m2
h) ¢ f nf

i (Q2))

I Hadronic cross-section k-factors - at N3LO.
‡ = ‡0 + ‡1 + ‡2 + ‡3 + ... © ‡N3LO + ...

Much already known, only a few remaining missing pieces.

Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 7 / 44

2. PDFs at approximate N3LO

What do we need to know for N3LO PDFs?
Need to know:

I Splitting functions - at 4-loop to evolve PDFs in (x ,Q2):
P(x , –s) = –SP(0)(x) + –2

SP(1)(x) + –3
SP(2)(x) + –4

SP(3)(x) + ...

I Transition Matrix Elements - at 3-loop to change number of PDF
flavours at heavy quark mass (mh) thresholds.

f nf+1
– (x ,Q2) = [A–i(Q2/m2

h) ¢ f nf
i (Q2)](x)

I Coe�cient Functions for DIS - at 3-loop to determine
structure functions.

F2(x ,Q2) =
ÿ

–œH,q,g;—œq,H
(CVF,nf+1

—,– ¢ A–i(Q2/m2
h) ¢ f nf

i (Q2))

I Hadronic cross-section k-factors - at N3LO.
‡ = ‡0 + ‡1 + ‡2 + ‡3 + ... © ‡N3LO + ...

Much already known, only a few remaining missing pieces.

Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 7 / 44

★Hadronic Cross Sections: while much progress made, thus far not useable in PDF fits.

• First three ingredients now largely known with sufficient precision to give close to a N3LO fit. 
Final ingredient clearly the bottleneck for that - approximation + uncertainty required.
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