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Updated simulation configuration

2

[Allpix] 
number_of_events = 1000 
detectors_file = "tutorial-geometry.conf" 
log_level = "Warning" 
  
[GeometryBuilderGeant4] 
  
[DepositionGeant4] 
particle_type = "Pi+" 
source_energy = 120GeV 
source_type = "beam" 
beam_size = 3mm 
source_position = 0um 0um -200mm 
beam_direction = 0 0 1 
physics_list = FTFP_BERT_EMZ 
  
[ElectricFieldReader] 
model="linear" 
bias_voltage=-50V 
depletion_voltage=-30V 
output_plots = 1 

[ProjectionPropagation] 
temperature = 293K 
output_plots = 1 

[SimpleTransfer] 
output_plots = 1 

[DefaultDigitizer] 
threshold = 600e  
output_plots = 1

[detector1] 
type = "timepix" 
position = 0mm 0mm 0mm 
orientation = 0 0 0 

[detector2] 
type = "timepix" 
position = 0mm 0mm 20mm 
orientation = 0 0 0 

[detector3] 
type = "timepix" 
position = 0mm 0mm 40mm 
orientation = 0 0 0 

[detector4] 
type = "timepix" 
position = 0mm 0mm 60mm 
orientation = 0 0 0 

[detector5] 
type = "timepix" 
position = 0mm 0mm 80mm 
orientation = 0 0 0 

[detector6] 
type = "timepix" 
position = 0mm 0mm 100mm 
orientation = 0 0 0

https://indico.cern.ch/e/ukinst2024
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Visualising the setup
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[VisualizationGeant4]

https://indico.cern.ch/e/ukinst2024
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Corryvreckan - testbeam reconstruction software
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[Allpix] 
number_of_events = 1000 
detectors_file = "tutorial-geometry.conf" 
log_level = "Warning" 
  
[GeometryBuilderGeant4] 
  
[DepositionGeant4] 
particle_type = "Pi+" 
source_energy = 120GeV 
source_type = "beam" 
beam_size = 3mm 
source_position = 0um 0um -200mm 
beam_direction = 0 0 1 
physics_list = FTFP_BERT_EMZ 
  
[ElectricFieldReader] 
model="linear" 
bias_voltage=-50V 
depletion_voltage=-30V 
output_plots = 1 

[ProjectionPropagation] 
temperature = 293K 
output_plots = 1 

[SimpleTransfer] 
output_plots = 1 

[DefaultDigitizer] 
threshold = 600e  
output_plots = 1 

[CorryvreckanWriter] 
reference = detector1 
dut = dut

[detector1] 
type = "timepix" 
position = 0mm 0mm 0mm 
orientation = 0 0 0 

[detector2] 
type = "timepix" 
position = 0mm 0mm 20mm 
orientation = 0 0 0 

[detector3] 
type = "timepix" 
position = 0mm 0mm 40mm 
orientation = 0 0 0 

[dut] 
type = "timepix" 
position = 0mm 0mm 90mm 
orientation = 0 45deg 0 

[detector4] 
type = "timepix" 
position = 0mm 0mm 140mm 
orientation = 0 0 0 

[detector5] 
type = "timepix" 
position = 0mm 0mm 160mm 
orientation = 0 0 0 

[detector6] 
type = "timepix" 
position = 0mm 0mm 180mm 
orientation = 0 0 0

https://indico.cern.ch/e/ukinst2024
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Processing detectors in different ways

When we added more detectors to the geometry file, everything took care of things under the hood 

• No need to add additional information to the simulation configuration file 

What is happening is that a separate instance of each module is created per detector  

• This allows some measure of multithreading to be used to improve simulation times - all detectors can be run in 

parallel  

This behaviour is controlled by the module type, either it is unique or detector-specific

5
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A single detector chain
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GeometryBuilderGeant4

DepositionGeant4

ProjectionPropagation

DefaultDigitiser

SimpleTransfer

ElectricFieldReader
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A multi-detector chain
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GeometryBuilderGeant4

DepositionGeant4

ProjectionPropagation

DefaultDigitiser

SimpleTransfer

ElectricFieldReaderDetector1 Detector2 Detector3 Detector4 Detector5 Detector6

Detector1 Detector2 Detector3 Detector4 Detector5 Detector6

Detector1 Detector2 Detector3 Detector4 Detector5 Detector6

Detector1 Detector2 Detector3 Detector4 Detector5 Detector6

https://indico.cern.ch/e/ukinst2024
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What if ?
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GeometryBuilderGeant4

DepositionGeant4

ProjectionPropagation

DefaultDigitiser

SimpleTransfer

ElectricFieldReaderDetector1 Detector2 Detector3 Detector4 Detector5 Detector6

Detector2 Detector3 Detector4 Detector5 Detector6

Detector1 Detector2 Detector3 Detector4 Detector5 Detector6

Detector1 Detector2 Detector3 Detector4 Detector5 Detector6

GenericPropagatorDetector1

https://indico.cern.ch/e/ukinst2024
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Specifying detector type/name

When we added more detectors to the geometry file, everything took care of things under the hood 

• No need to specify which detector each module was being applied to 

By default, all modules will apply to all detectors. Can overwrite this behaviour by specifying either the name or type 

of detector to run over 

• We can use this to either make a module have different parameters per-detector, or operate on a subset of 

detectors

9

[ElectricFieldReader]
model="linear"
bias_voltage=-50V
depletion_voltage=-30V

[ElectricFieldReader]
model = "linear"
name = "detector1"
bias_voltage=-100V
depletion_voltage=-30V

Set to operate on all detectors

Instantiation for detector1 will 
be overwritten by this one, 
since it is the same type of 
module and specified only for 
detector1

https://indico.cern.ch/e/ukinst2024
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Specifying detector type/name

When we added more detectors to the geometry file, everything took care of things under the hood 

• No need to specify which detector each module was being applied to 

By default, all modules will apply to all detectors. Can overwrite this behaviour by specifying either the name or type 

of detector to run over 

• We can use this to either make a module have different parameters per-detector, or operate on a subset of 

detectors
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[ProjectionPropagation]
name = "detector2", "detector3", "detector4", "detector5", "detector6"
temperature = 293K

[GenericPropagation]
name = "detector1"
temperature = 293K

https://indico.cern.ch/e/ukinst2024
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Specifying detector type/name
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[Allpix]
number_of_events = 1000
detectors_file = "tutorial-geometry.conf"
log_level = "Warning"

[GeometryBuilderGeant4]
 
[DepositionGeant4]
particle_type = "Pi+"
source_energy = 120GeV
source_type = "beam"
beam_size = 3mm
source_position = 0um 0um -200mm
beam_direction = 0 0 1
physics_list = FTFP_BERT_EMZ
  
[ElectricFieldReader]
model="linear"
bias_voltage=-50V
depletion_voltage=-30V 
output_plots = 1 

[ElectricFieldReader]
model="linear" 
name="detector1"
bias_voltage=-100V
depletion_voltage=-30V 
output_plots = 1

[ProjectionPropagation]
temperature = 293K
name = "detector2", "detector3", "detector4", 
"detector5", "detector6" 
output_plots = 1

[GenericPropagation]
name = "detector1"
temperature = 293K 
output_plots = 1 

[SimpleTransfer]
output_plots = 1 

[DefaultDigitizer] 
threshold = 600e  
output_plots = 1

https://indico.cern.ch/e/ukinst2024
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Single detector chain

12
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Multi-detector chain
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Making your own module

Until now, setting up a simulation and configuring different modules for different detectors  

• No need to touch c++ code, only config files 

Next step is developing a custom module - keep in mind that modules may already be implemented/can be configured in a way that 

you need (cf. Digitisation is reasonable generic) 

• Consider that making your module generic will benefit other users - no point in implementing 10 times a module to apply time 

walk effects to an ASIC 

Useful script comes with the software to make it easy to develop new modules: make_modules.sh 

• Define the name of the module 

• Whether the module is unique or operates per-detector 

• The type of message that the module accepts

14
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Messages

Modules exist entirely standalone in allpix-squared 

• Information exchange by dispatching and receiving messages, via 

the core of the software 

• Check performed on start-up for configuration errors - check with 

messages each module is waiting for and whether messages 

being dispatched are subsequently used 

For per-detector modules, separate messages are dispatched for each 

detector, with the detector name used in the identification 

New modules need to decide what objects to pick up 

• DepositedCharges, PropagatedCharges, etc.

15

Module

Module

Module

Allpix2 core

Messages
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Message types

16

Inside “src/objects” the complete list of objects can be found, 

each of which has the message definition alongside it. Objects 

include: 

• DepositedCharge 

• PropagatedCharge 

• Pulse 

• PixelHit 

• MCParticle 

• Etc. 

And are trivial to extend 

https://indico.cern.ch/e/ukinst2024
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Producing your own module
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$ cd ../etc/scripts/ 
$ ./make_module.sh 

Preparing code basis for a new module: 

Name of the module? TutorialExample 
Short description of the module? This module will demonstrate how to write a new module 
Type of the module? 

1) unique 
2) detector 
#? 2 
Event order requirements? 

1) Module 
2) SequentialModule 
#? 1 

Input message type? DepositedCharge 
Creating directory and files... 

./make_module.sh: line 162: realpath: command not found 
Name:        TutorialExample 
Description: This module will demonstrate how to write a new module 
Author:      Daniel Hynds (daniel.hynds@cern.ch) 
Path:         
This module listens to "DepositedCharge" messages from one detector 

Re-run CMake in order to build your new module.

https://indico.cern.ch/e/ukinst2024
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Writing your own module

18

Initialise variables/
histograms etc.

Main code, executed 
each event

https://indico.cern.ch/e/ukinst2024
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Compiling and including your module

CMake set up to compile all modules in the corresponding directory 

• Just need to rerun cmake from the build directory and compile 

Module can then be added in the simulation configuration file in the same way as any other module

19

$ cd ../../build/ 
$ cmake .. 
$ make install -j 4 

$ cd ../examples/ 
./../bin/allpix -c tutorial-simulation.conf 

... 

[TutorialExample] 

... 

https://indico.cern.ch/e/ukinst2024
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A few other features - MC history

All objects contain information about where they come from 

• Direct link to the preceding object 

• All objects link back to original MC particle 

Messages templated in the code, so adding a new object is 

straightforward 

• Define the object, must inherit from Object 

• Add a definition for the message

20

PixelHit

PixelCharge

Propagated
Charges

Deposited
Charges

MCParticle

    /**
     * @brief Typedef for message carrying propagated charges
     */
    using PropagatedChargeMessage = Message<PropagatedCharge>;

https://indico.cern.ch/e/ukinst2024
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A few other features - output writing

Several output formats are already supported  

• LCIO - format used in linear collider community 

• RCE - ATLAS pixel group data format 

• Corryvreckan - reconstruction framework developed in EP-LCD 

• Text files - simple human-readable format  

• RootObjects - allpix-squared data 

This last class writes out native allpix-squared objects, such that they can be read in again by the 

framework 

• Allows intermediate file-writing to avoid repeating CPU-intensive parts of the simulation 

• eg. Write out propagated charge objects so that tuning of the digitisation parameters does 

not require re-running Geant4 and propagation code

21

Charge 
propagation

Charge 
deposition

Intermediate 
file

Digitisation

https://indico.cern.ch/e/ukinst2024
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Timepix

Mimosa26

A few other features - geometry

Currently-implemented geometries are for hybrid and monolithic detectors 

• Monolithic can be used for strip detectors, with 1 by n “pixels” of appropriate size 

Geometry can be configured with cut-outs in the PCB, support materials (windows/physical supports), bump 

dimensions, etc.

22
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A few highlights of what is currently there
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Electric and weighting field import from TCAD - 1

TCAD field input is essential for more complex electric field 

configurations - particularly monolithic detectors 

• Complicated field shape around the collection implants 

• Undepleted bulk gives rise to carrier recombination

24

D. Dannheim, K. Dort, D. Hynds et al. Nuclear Inst. and Methods in Physics Research, A 964 (2020) 163784

Fig. 4. Magnitude of the electric field and field lines for a cut through the 3D TCAD
simulation. The plot only depicts the upper 25 �m of the sensor with the epitaxial layer,
while the undepleted substrate region is omitted. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)

on the position uncertainty derived from a fifth-order error estimation;
the allowed range for time steps was set to 0.5 ps f �t f 0.5 ns.

While this model is not expected to reproduce a realistic time
dependence of the signal, the final state of charge collected at the
sensor implants is equivalent to the integrated induced current over the
respective drift time. This approximation is valid since the Shockley–
Ramo weighting field [16,17] is negligible in most of the sensor volume
owing to the small ratio between signal collection electrode size and
sensor thickness.

In the upper 25 �m of the sensor the charge carrier motion is a
superposition of drift and diffusion, while in the lower 75 �m the charge
carriers are only subject to random diffusion as the electric field is
negligible.

The propagation algorithm is halted after 22.5 ns, the so-called
integration time, and all charge carriers within a volume of 3 ù 3 ù

2 �m
3 around each of the signal collection electrodes are attributed to

the respective pixel signal. The volume has been chosen to cover the
electrode implant itself as well as an additional volume accounting for
the uncertainty in the final position of the transported charge carriers.
The integration time has been chosen such that the simulation produces
clusters with the same most probable value (MPV) for the cluster charge
as obtained from data. This aims to emulate the physical process of
charge carrier recombination in the silicon substrate, which might be
modeled directly in future simulations as briefly discussed in Section 9.
The systematic uncertainty introduced by this approach is discussed in
Section 6.

Charge carriers are transported in groups of five instead of indi-
vidually to speed up the simulation process. The group size has been
chosen such that an adequate number of transport steps is retained with
the expected MPV for the signal of around 1.5 ke. It has been verified
that this simplification does not affect the simulation result as further
elaborated in Section 6.

Fig. 5 visualizes this transport model and shows the collection of
charge carriers at the electrodes of the sensor. In this representation,
only electrons that have reached a sensor implant within the integration
time are shown. Electrons that are still in motion as well as holes are
suppressed. The motion of each group of charge carriers is represented
by one line and is shown at different integration times after the initial
energy deposition. Here, the incident particle traversed the detector
along the z-axis through the center of one pixel cell.

After the first few hundred picoseconds, only charge carriers in the
vicinity of the electrode are collected. The straight lines indicate that

their motion is dominated by drift. With increasing integration time,
the motion patterns of further groups of charge carriers arriving at the
implant exhibit a strong contribution from diffusion as indicated by the
numerous kinks in the respective paths. After about 15 ns, lateral motion
enables some charge carriers to be collected in the two adjacent pixel
cells.

The line graphs also allow visual distinction between the substrate
and the epitaxially grown high-resistivity layer, which ends about 25 �m
from the top of the sensor. A faster drift motion can be observed in the
high-field region close to the backside of the epitaxial layer as straight
lines; the contribution from substrate charge carriers diffusing into the
epitaxial layer starts only after approximately 10 ns.

In Fig. 6, a three-dimensional representation of the line plot at 20 ns
is presented. The lines end at five different points, each representing a
different collection electrode.

The configuration provided in Listing 2 has been used for the charge
carrier transport. Settings for creating line graphs of the charge carrier
motion can be found in the Allpix

2 user manual available from the
project website [18].

4.4. Digitization of signals

To simulate the response of the readout electronics, the charge
carriers accumulated in the region around the signal collection elec-
trode during the integration time are transformed into a digital signal.
While the detector under investigation uses off-chip ADCs for the signal
digitization as described in Section 3, the simulation aims to simulate
an on-chip per-pixel threshold using the DefaultDigitizer module of
Allpix

2. Equivalent noise values have been used where applicable, as
discussed below.

An additional signal contribution, randomly drawn from a Gaussian
distribution with a width of 10 e and a mean of 0 e is added to the signal
to account for electronics noise present during digitization. The applied
threshold is varied between 40 e and 700 e, and a threshold dispersion,
sampled from a Gaussian distribution with a width of 5 e and a mean
of 0 e, is added. For simplicity, the threshold dispersion is not a fixed
offset calculated per-pixel, but randomly chosen per pixel hit. The setup
of the module is summarized in Listing 3.
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Fig. 1. Schematic cross section of a single pixel cell in the CMOS process under
investigation. The elements shown are not to scale.
Source: Modified from [6].

The paper is structured as follows. Section 2 provides a brief
overview of the CMOS process under investigation, while the detector
properties and the simulated setup are introduced in Section 3. The
simulation is described in detail in Section 4, while Section 5 introduces
the reconstruction of physical properties from the detector response.
The sensitivity of the simulation to a range of parameters is examined in
Section 6. The simulation is validated using data recorded in test-beam
measurements in Section 7, while performance quantities are derived
in Section 8 and compared with the values obtained from data. Finally,
Section 9 summarizes the results and provides an outlook for future
investigations of this technology.

2. The high-resistivity CMOS process

Monolithic CMOS technologies incorporating the readout electron-
ics in the sensor are attractive candidates for new detector designs to
simplify the production and to benefit from a reduction of the mate-
rial budget. By integrating the CMOS logic in doped wells separated
from the inversely doped signal collection electrode, the size of the
latter can be minimized as illustrated in Fig. 1. The small collection
electrode design allows the sensor capacitance to be reduced down to
the order of fF, enabling detector designs with low noise and detection
thresholds, low analog power consumption, and large signal-to-noise
ratio (SNR) [1].

Implemented in a standard silicon substrate, only a small depleted
region evolves around the pn-junction surrounding the collection elec-
trode when applying a bias voltage between the doped wells and the
backside of the sensor. The applicable bias voltage is limited to *6V

by the process-specific breakdown voltage of the NMOS transistors [7].
In order to achieve a sizable depletion volume around the collection
electrode, an epitaxial layer with high resistivity silicon can be used.

The size of the depleted region forming in this epitaxial layer is
restricted to the area around the collection electrode and, without
additional modifications of the process, no full depletion of the sensor
volume is achieved. In the CMOS process under investigation, the
depleted region has the shape of a bubble as indicated by the white
line in Fig. 1, resulting in contributions to the overall detector response
from both drift and diffusion of charge carriers. In addition, signal
contributions are expected from charge carriers that are created in the
highly p-doped backside substrate and subsequently diffuse into the
epitaxial layer.

3. Detector design under investigation

The Investigator test-chip is an analog test chip that has been de-
veloped within the ALICE ITS upgrade [8]. It has been investigated

Fig. 2. Visualization of the simulated detector setup consisting of the CMOS sensor
on a printed circuit board for support. The detector is oriented perpendicular to the
beam incident from the left. The colored lines represent the primary and secondary
particles propagated through the setup. (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

by the CLICdp collaboration to evaluate this technology in terms of
sensor performance focussing on precise measurements of spatial res-
olution and detection efficiency [6,9]. The digitization of signals is
performed off-chip in the data acquisition system using one 65MHz

sampling analog-to-digital converter (ADC) per channel which records
the full waveform of all detector channels, once a configurable trigger-
ing threshold has been exceeded in any of them [10]. It should be noted
that the threshold values for data quoted below represent the offline
analysis thresholds applied in addition to the triggering threshold of
about 120 e.

The chip has a total thickness of 100 �m. The upper 25 �m of the
sensor, below the implants, consist of the epitaxially grown silicon with
a resistivity of 1–8 k⌦ cm in which the depleted region forms, while
the additional 75 �m represent the undepleted low-resistivity silicon
substrate [7].

While the actual detector contains several sub-matrices with 8 ù 8

active pixels each, with different layouts such as altered collection
electrode size, only one matrix has been simulated and is compared to
data. The pixel cells of the chosen matrix have a pitch of 28 �m ù 28 �m

and feature the following geometrical parameters: the distance between
the p-wells and the collection electrode is 3 �m and an octagonal
collection electrode with a size of 2 �m ù 2 �m is placed in the center
of the pixel cell. A bias voltage of *6V is applied to the p-wells and
a positive voltage of 0.8V is applied to the collection electrode itself.
The simulated detector is placed on a printed circuit board (PCB) as
visualized in Fig. 2.

4. Simulation flow

In the following section, the simulation of the detector in the Allpix2

framework is described. In order to avoid simulating a full beam
telescope setup and performing a track reconstruction, the capabilities
of the framework to record the Monte Carlo truth information about
primary and secondary particles are exploited.

Consequently, only a single CMOS detector and the source of ion-
izing particles are simulated as shown in Fig. 2. The figure depicts the
overlay of many events, as only a single primary particle is simulated
in each event.

The following sections describe the individual steps of the sim-
ulation in detail, providing information on the configuration of the
respective Allpix

2 modules where applicable and relevant.

2
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Currently implemented features - weighting field import from TCAD

TCAD field input is essential for more complex electric field 

configurations - particularly monolithic detectors 

• Complicated field shape around the collection implants 

• Undepleted bulk gives rise to carrier recombination
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Fig. 9. Cluster charge distributions at a pixel threshold of 120 e for simulation and
experiment. The distributions resemble the expected Landau–Gauss distribution. The
hatched band represents the total uncertainty.

The residual width and the final intrinsic resolution depend on
the resolution of the reference tracks at the position of the detector
under investigation. This resolution has been determined for the test-
beam data used, and a variation of ±0.2 �m around this value shifts the
obtained resolution accordingly. This strong influence arises from the
fact that the two values are of similar size.

In summary, while the free parameters of the simulation have little
to no influence on the final result when varied within a reasonable
range, several parameters show a high sensitivity but are constrained
by measurements.

7. Validation with test-beam data

The simulation is compared to data recorded with the Investigator
chip, described in Section 3, at the CERN SPS accelerator with a
120GeV ⇡+ beam. A total of 25 660 tracks through the region of interest
have been recorded, mainly limited by the very small active area of
the DUT and the dead time of the data acquisition system used. More
details about the test-beam setup, data samples and the analysis of data
used for comparison in this paper can be found in [6,9].

7.1. Cluster charge

The cluster charge distributions for both simulation and data at a
charge threshold of 120 e are shown in Fig. 9. The distributions are fit-
ted with the convolution of a Gaussian and Landau function. The MPV
is 1.42 ke for both data and simulation, and the width of the Gaussian
is 0.21 ke/0.22 ke for data/simulation, respectively. A good agreement
between data and simulation is observed, as also indicated by the ratio
of the two distributions displayed in the lower part of the figure. While
the MPV has been tuned to match data using the integration time of
the simulation as discussed in Section 4, the agreement of the shapes
indicates that the energy deposition in the relevant parts of the sensor
as well as the collection of charge carriers is well-modeled by the
simulation. The data distribution exhibits some fluctuations owing to
the low statistics of the sample.

Fig. 10. Cluster size distributions for experiment and simulation at a threshold of 120 e.

7.2. Cluster size

The distribution of the total cluster size at a threshold of 120 e for
simulation and experiment is presented in Fig. 10. Qualitatively, the
distributions are in good agreement. A possible source of the observed
deviations for individual cluster sizes are uncertainties in the modeled
electric field of the sensor as discussed in Section 6.

The projection of the cluster size in x and y, depicted in Fig. 11,
provides additional details about the charge sharing process. Data and
simulation agree well, but a small difference between the distributions
in x and y can be observed in data despite the symmetry of the pixel
cell layout. It has been verified that this does not stem from a remaining
misalignment in data by repeating the simulation with a sensor rotated
around the x axis by up to ±15

˝ in an attempt to reproduce the
difference. The deviation might be a result of the non-symmetric layout
of the circuitry in the Investigator pixel. While the p-well structure has
been designed to be fully symmetric in x and y, the layout of the
circuitry placed in the p-wells is not symmetric, which is a possible
source of the asymmetry.

The cluster size distribution is a precise measure for charge sharing
as confirmed by the intra-pixel representation of the total cluster size
presented in Fig. 12. For the simulation, the Monte Carlo truth infor-
mation is exploited to produce a multi-pixel map indicating the mean
cluster size as a function of the particle incidence position within the
pixel cells. Likewise, the reference track supplied by the beam telescope
is used to obtain the particle incidence position for data. To increase
statistics, data events from the full active matrix are folded into a single
pixel cell, which is displayed in the upper-right quarter of Fig. 12.

The largest clusters originate from the pixel corners since the low
electric field between pixel implants results in a strong contribution
from diffusion of charge carriers. Single-pixel clusters, on the other
hand, are almost exclusively produced if the incident particle traverses
the sensor very close to the center of the pixel cell.

While the overall mean size distribution is faithfully reproduced in
the simulation, minor discrepancies in the pixel corners are visible. The
transition from four to three-pixel clusters represented by the yellow
regions is more apparent in simulation than in data. The same holds
true for the transition between two to three pixel clusters corresponding
to the turquoise regions in Fig. 12. Particles penetrating the sensor
at the corners of a pixel cell, for example, are more likely to give
rise to clusters with size four in data compared to simulation. This
observation is in line with the higher number of clusters with size
four in the cluster size distribution displayed in Fig. 10. Moreover,
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Fig. 16. Spatial resolution in x (left) and y (right) direction as a function of the applied charge threshold, shown for experimental data as well as simulations with TCAD-modeled
and linear electric fields. The hatched band represents the total uncertainty.

Fig. 17. Efficiency obtained from simulations with TCAD-modeled electric field as a function of the impact position for charge thresholds of 40 e (left), 450 e (center) and 700 e

(right) for a single pixel cell. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

a matched or an unmatched primary particle track. This results in an
uncertainty of

�eff =
u

p � (1 * p)
N

,

where p is the probability of a matched track while N is the total
number of experiments conducted.

The efficiency obtained from simulation as a function of the particle
impact position within a single pixel cell is displayed in Fig. 17 for three
different thresholds.

For the lower threshold of 40 e, depicted in Fig. 17 (left), the sim-
ulation yields an overall efficiency of 99.95 +0.05

*0.23 (syst)%. The statistical
uncertainty is of the order of 1 ù 10

*8. The remaining inefficiencies
are evenly distributed throughout the pixel cell and arise from delta
rays which pull the cluster center far away from the particle inci-
dence point. With increasing threshold, inefficiencies start to develop
in the pixel corners, as these are the regions with the strongest charge
sharing and the largest mean cluster size. The overall hit detection
efficiency at the threshold of 450 e shown in Fig. 17 (center) de-
creases to about 97.62 +0.13

*0.58 (syst)%. At the threshold of 700 e, depicted in
Fig. 17 (right), a pronounced inefficiency is observed, extending from
the pixel corners into the pixel cell and leading to an overall efficiency
of 85.96 +0.53

*1.02 (syst)%.
This decrease of efficiency can best be observed as a function of

the charge threshold applied, as shown in Fig. 18. While the shape

Fig. 18. Efficiency as a function of the charge threshold, shown for experimental data
as well as simulations with TCAD-modeled and linear electric fields. While the shape of
the curve is well reproduced in simulation, a constant offset from data can be observed.
The hatched band represents the total uncertainty.
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Currently implemented features - weighting field import from TCAD

TCAD field input is essential for more complex electric field 

configurations - particularly monolithic detectors 

• Complicated field shape around the collection implants 

• Undepleted bulk gives rise to carrier recombination

26

D. Dannheim, K. Dort, D. Hynds et al. Nuclear Inst. and Methods in Physics Research, A 964 (2020) 163784

Fig. 5. Visualization of the time evolution of the collected charge. Shown are snapshots at different times after the initial energy deposition with each line representing the drift
and diffusion motion of a group of charge carriers. Only charge carrier groups which have reached the implant are drawn, all other charge carriers are omitted. The ionizing
particle traverses the sensor along the z-axis in the center of a pixel cell, each plot represents three adjacent pixels.

4.5. Data processing and storage

The simulation results are stored in ROOT [19] trees using the
ROOTObjectWriter module. In order to speed up the process, the simu-
lation is performed in two separate steps. In the first step, the energy
deposition, charge carrier transport and summing of charge at the
collection electrodes is performed. The result of this step is stored to
disk.

In a second step, the ROOTObjectReader is used to read the informa-
tion from the respective file and the final digitization step is performed.
This allows to re-run this final section of the simulation on the full
set of Monte Carlo events with different settings applied without the
need to recompute the drift motions. A full threshold scan, performed
on the same set of initial simulation events, thus only takes a couple
of minutes instead of several hours required to create the initial data
set. Since the threshold scan performed on the test-beam data has also
been performed offline on the same data set [9], this is an adequate
simplification of the simulation.

The central simulation data set comprises about 2.5 million primary
events which have been reprocessed for every threshold setting. In
addition, several smaller data sets with different integration times have
been produced in order to optimize agreement with data as discussed
in Section 6.

5. Reconstruction and analysis

In the following, the reconstruction and analysis of the Monte Carlo
events are discussed. The simulation was set up using known, indepen-
dent parameters of the measurement setup, such as track resolution
or charge threshold. Only the cluster charge MPV was used as direct
observable provided by the detector to tune the simulation. All pa-
rameters were fixed before comparison with data for observables used
to quantify the performance, such as cluster size, position resolution
and efficiency. This blinded approach avoids drawing premature con-
clusions from the figures of merit and thus influencing the parameter
optimization. Using only the MPV of the cluster charge for calibrating
the simulation minimizes the correlation between simulation and data,
and maximizes the prediction power of the simulation.

5.1. Reference tracks

The Monte Carlo truth information provided by the Allpix
2 frame-

work is used as reference track information. All registered particles in
the sensor are filtered and only primary particles entering the sensor
from the outside, i.e. those without a parent particle, are selected for
further analysis. This set of particles represents external tracks, and
their position in the mid-plane of the sensor is calculated by linearly
interpolating their entry and exit points registered by the framework.
This position is then convolved with the track resolution at the device
under test (DUT) of 2.0 �m, in accordance with the value obtained for
the beam telescope used for the acquisition of the test-beam data [20].

Fig. 6. Three-dimensional visualization of the charge carrier motion, corresponding to
the 20 ns snapshot shown as projection in Fig. 5.

5.2. Clustering

The pixel hits registered by the simulated detector are grouped into
clusters by starting with a seed pixel and adding all directly adjacent
pixel hits to the cluster until no additional neighbors are found. This
already allows basic properties of the simulation to be compared with
data, namely cluster size as well as the shape of the cluster charge
distribution.

The total cluster charge is given by the sum of the individual pixel
charges of the cluster. Its comparison with data allows the required
integration time in the simplified simulation model to be adjusted to
achieve the same integrated charge as seen in data. This procedure is
described in detail in Section 6.

The cluster size is defined as the total number of pixels contained
in the respective cluster. It has a strong dependence on the drift and
diffusion of the charge carriers in the sensors and is the primary mea-
sure for charge sharing between pixel cells. It thus allows evaluation
of the performance of the simulation, e.g. how well the electric field is
modeled.

5.3. Reconstruction of the cluster position

For assessing the performance of the detector, a particle incidence
position has to be extracted from the cluster information available. To
replicate the analysis performed for the test-beam data, the charge-
weighted center-of-gravity position of the cluster is corrected for non-
linear charge sharing by an ⌘ algorithm [21].

5
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Electric and weighting field import from TCAD - 2

Similar ongoing activities for 65 nm monolithic CMOS developments 

• Closely tied to ALICE developments for ITS3 

• Similarly complex device where TCAD is combined with Monte Carlo in allpix2

27
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25Simulation of 65 nm silicon sensor using Allpix Squared Manuel Alejandro Del Rio Viera , May 10th 2022

Layouts Comparison 
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Propagation models
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Simulation Results (Comparison between Mobility 

Models)

A mobility model refers to a model describing the electric field and doping concentration dependence 
of the charge carrier velocity.

We will compare the following two mobility models:

Jacoboni-Canali Masetti-Canali

Note that Jacoboni 
model does not depend 

on the doping 
concentration 

(explicitly) while Masetti 
does
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Propagation models
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Custom Mobility Models

• From v2.0 on, mobility models are defined as individual classes and are loaded by 

modules

• New model: Custom mobility

• Example: replicate Jacoboni mobility model at 293 K:

• Applications: definition of custom mobility model without compilation

mobility_model = "custom" 

mobility_function_electrons = "[0]/[1]/pow(1.0+pow(x/[1],[2]),1.0/[2])" 

mobility_parameters_electrons = 1.0927393e7cm/s, 6729.24V/cm, 1.0916

mobility_function_holes = "[0]/[1]/pow(1.0+pow(x/[1],[2]),1.0/[2])"

mobility_parameters_holes = 8.447804e6cm/s, 17288.57V/cm, 1.2081 
21Simulation of 65 nm silicon sensor using Allpix Squared Manuel Alejandro Del Rio Viera , May 10th 2022

Doping dependent 
Mobility Model

Spatial Resolution as a function of the detection threshold 

Non-doping dependent 
Mobility Model
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13Simulation of 65 nm silicon sensor using Allpix Squared Manuel Alejandro Del Rio Viera , May 10th 2022

Non-doping dependent 
Mobility Model

Doping dependent 
Mobility Model

Efficiency as a function of the detection threshold 
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Passive materials

Allpix squared was not originally designed to work with passive materials 

- everything was linked to detector models and geometry 

• MSc project a few years ago to extend the geometry description 

and give (easy) access to full Geant4 shape list

30
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(a) Old Visualisation (b) New Visualisation

Figure 4.3: The di�erence between the old- and the new colour
scheme of the passive materials in Allpix2

For now it’s not possible to place passive materials inside detectors due to sequencing
reasons of the software.

Geant4 internally keeps track of all logical volumes in the simulation, which thus
includes the chosen mother volume. This internal memory can be accessed, which
removes the need to pass the logical volumes between modules using inheritance
and templates like in Section 4.1.2. Note that the definition of logical volumes is
sequential from the configuration file. This limits the choice of mother volume for
a passive materials to passive materials earlier in the configuration file. Allowing
changing mother volumes has proven useful for concept studies done by Dynaxion,
where a parcel was filled with di�erent types of drugs. An example of the visualisation
of di�erent mother volumes is seen in Figure 4.4.

(a) Detector inside a
passive
material

(b) Passive material
inside another

passive material

(c) 4.4b with
a sphere of World

material

(d) 4.4b with a sphere
of the same material

as the cube

Figure 4.4: A visualisation of the detector and passive material inside
another passive material.

4.4 Example

In this section a short overview of the required components for the simulation of the
passive materials in Allpix2 will be given.

For the Allpix2 configuration file, only the required modules are added to keep
the configuration file complexity to a minimum. The global configuration, passive

K.Van Den Brandt, Master Thesis, 2017
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Passive materials

Allpix squared was not originally designed to work with passive materials 

- everything was linked to detector models and geometry 

• MSc project a few years ago to extend the geometry description 

and give (easy) access to full Geant4 shape list 

• Use cases wildly outside of what we envisaged… 
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68 Chapter 6. Neutron Scanner Simulation

6.4 The Dynaxion Scanner

As a part of this proof of concept study, a scanner geometry suggested by Dynaxion
will be simulated using Allpix2. This simulation will only focus on the measurement
of the gamma spectrum of materials using scintillators, since neutron scanners are
not correctly implemented in Allpix2. The scanner geometry proposed by Dynaxion,
which can be seen in Figure 6.15, will be built in Allpix2, and some simulations will
be done to test the measuring capabilities of the scanner.

Figure 6.15: The neutron scanner, as envisioned by Dynaxion [80]

6.4.1 Scanner Construction

To simulate the scanner from Figure 6.15 in Allpix2, the structure had to be re-
modelled as a combination of cylinders and cuboids. The big cylindrical structure is
attached to a smaller cylinder that represents the accelerator. The accelerator itself
and the target are not simulated, and are replaced by the artificial neutron source
explained in Section 6.1.1. A dummy parcel, represented as a cube with sides of
400mm, is included a the object to be scanned, transported on a conveyor belt with
a support structure. A set of 70 cylindrical CeBr3 scintillators, all 50mm in diameter
and 100mm long, are placed around the inside perimeter of the cylindrical structure
at regular intervals. A visualisation of the scanner geometry in Allpix2 can be seen in
Figure 6.16. Since this is a proof of concept study, the background signal generated
by neutrons of gammas interacting with the structure of the scanner is ignored by
ignoring all materials used in the scanner, except for the parcel and the detectors.

6.4.2 Imaging Capabilities

To test the imaging capabilities of the neutron scanner proposed by Dynaxion, the
gamma spectrum of the same materials mentioned in Section 6.3 were simulated, as
measured by the scintillators of the neutron scanner. All spectra are simulated from
the interaction of a 40cm by 40cm box of pure materials interacting with 2.5 million
neutrons. The spectra for all materials can be seen in Figure 6.14. For the elemental

6.4. The Dynaxion Scanner 69

Figure 6.16: A visualisation of Figure 6.15 in Allpix2 from two per-
spectives.

spectra, each element shows a clearly distinguishable characteristic peak with the
corresponding escape peaks. For the nitrogen spectrum in Figure 6.17c, two charac-
teristic peaks can be distinguished at 1.6 MeV and 2.3 MeV. All easily distinguishable
characteristic peaks are shown in the spectra of the materials as dashed lines. Black
represents hydrogen, red represents carbon, green represents nitrogen, and blue rep-
resents oxygen. The energy region below 1 MeV is left out of each spectrum to allow
for better distinction of the characteristic peaks and their single and double escape
peaks.

As can be seen in Figure 6.17f, the main peak of Nitrogen and Hydrogen are barely
distinguishable in the figure. If you zoom in however, Allpix2 is able to distinguish
the two peak, as can be seen in Figure 6.18. This allows the user to determine the
presence of nitrogen in case the 1.64MeV peak is not distinguishable due to lower
energy background.

As can be seen from the spectra of the di�erent materials, a subtle di�erence
can be found between the spectra. As expected, the characteristic peaks, and their
corresponding escape peaks, are more prominent in the materials that contain more
of the element in question. These spectra can be simulated in more detail to create
template spectra for common materials, which can be used to recognise . Peak height
could also be related to the relative fraction, or absolute amount of element present
in the material. This will have to be investigated further to prove these assumptions.

6.4.3 Safety Considerations

Neutrons have the ability to activate materials, which can be dangerous for people.
Therefore, when working with neutrons, safety considerations always have to be taken
into account.

Firstly, stray neutrons, i.e. neutrons that pass through the setup, pose a threat
to the surroundings of the scanner if not stopped beforehand. The accelerator based
neutron sources, which angular distribution is shown in Figure 6.3a, generates a lot
of neutrons not aimed at the parcel in the scanner. This gives stray neutrons in all
directions outside a neutron scanner. In addition, some neutrons will pass through a
parcel without interacting, resulting in stray neutrons behind the target. These stray
neutrons can cause activation in the surroundings of the scanner, which is harmful
for humans.

Neutron scanner simulation
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Non-silicon materials

Again, another area where we did not originally imagine going was outside of silicon as the sensor material 

• Lots of interest from photon science community for additional materials - GaAs, CdTe, etc. 

• Required some re-writing of the core to nicely abstract away the differences and allow relevant properties to be 

set: Geant4 material, mobility models, electric field calculations… 

32
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Sensor Materials

• The Allpix Squared Silicon Semiconductor Detector Simulation Framework now 

allows for the definition of other sensor materials than silicon

• Definition of sensor materials impacts …

• Material in Geant4 geometry

• Charge carrier creation energy default

• Fano factor default

• Short list of supported materials

➔ New materials can easily be added by users (see FAQs in manual)

• See contribution by P. Smolyanskiy on GaAs:Cr Timepix3 detectors

https://indico.cern.ch/e/ukinst2024
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Non-silicon materials: GaAs
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Non-silicon materials: Ge
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XXXXXXX

Allpix Squared simulation chain

Customized changes:
• GeometryBuilder:

– Germanium material for the sensor -> Sensor material (v2.3)
– Detector & sample passive materials -> GDML passive volume (v2.2)

• DepositionGeant4:
– Electron-hole pair energy & Fano factor -> Sensor material (v2.3)
– Physics list for X-ray polarization (G4EmLivermorePolarizedPhysics) -> 

Not predefined name in Geant4
• GenericPropagation:

– Jacoboni-Canali model for germanium -> Sensor material (v2.3)

3rd Allpix Squared User Workshop – Simulations for Multi-element Germanium Detector for Synchrotron - 5

T. Saleem et al., JINST 17 (2022) P02013
https://doi.org/10.1088/1748-0221/17/02/P02013

Simulation jobs:
• SOLEIL cluster called SUMO
• French TGCC facility (TOPAZE)

https://indico.cern.ch/e/ukinst2024
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Non-silicon materials: SiC
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ü The Caughey–Thomas approximation for the low-field 
carrier mobilities of 4H-SiC was implemented in the Allpix2 

considering the temperature dependence of the parameters, the equation 
becomes

Charge carriers’ mobility model

11

Electric field simulation of the 4H-SiC Schottky
diode

v Electrostatic simulation of the SiC Schottky diode

v Electric field results were imported to Allpix2 using mesh converter 

Electric field distribution in the z direction

XZ plane

XY plane

10

Simulation results

ü Charge propagation results

Charge propagation visual (holes in gold, 
electrons in blue), using Allpix2 to graph the 

path taken by generated charge

Schottky contact side

Ohmic contact side

14
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3/9

Detector model classes

• When creating your detector model class, base it on the existing ones.
� Choose depending on what parameters you need.

� If no derived class works for you, inherit from the base DetectorModel class.

• Define mandatory and optional parameters to construct your detector model.

Weird detector geometries

Requirements from different groups have again led to changes in 

the core to make it flexible enough to cope with different sensor 

geometries 

• This can be in the trivial sense of how the sensor is 

mapped onto the channel
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Radial geometry
Detector model definition

• Radial detector models defined using 4 parameters for every
strip row:

� number of strips,

� angular pitch,

� inner pitch,

� strip length.

• Model type defined as "radial strip".

• Optional definition of the stereo angle.

• Models of all ITk strip end-cap detectors created and can be
used out-of-the-box.

ATLAS ITk R0 model definition:

type = "radial strip"

number of strips = 1026, 1026, 1154, 1154
angular pitch = 0.193mrad, 0.193mrad, 0.171mrad, 0.171mrad
inner pitch = 74.4um, 78.1um, 73.6um, 78.5um
strip length = 19mm, 24mm, 29mm, 32mm
stereo angle = 20mrad

sensor thickness = 300um

2/9

Introduction

• Allpix2 can currently simulate rectangular pixel detectors and radial strip detectors.
� Hexagonal pixel detectors are being implemented as well, work-in-progress.

• Other detector geometries possible by implementing a new DetectorModel class.
� Complete implementation in one class, almost no need to touch the rest of the framework.

� Contribute to expand the framework’s usability.

� Other people can base their implementations on yours.

Hexagonal pixel detector. Triangular pixel detector.

CAVE Spherical camera.

https://indico.cern.ch/e/ukinst2024
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Weird detector geometries

Requirements from different groups have again led to changes in 

the core to make it flexible enough to cope with different sensor 

geometries 

• This can be in the trivial sense of how the sensor is 

mapped onto the channel 

• Or more complicated implant shapes - cf. 3D! 
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3D sensors in Allpix-Squared
Thanks to Allpix-Squared developers we can simulate 3D sensors too! 

Electric field and Ramo potential (thanks to Gilberto Giugliarelli, Uni. Udine)

electrons
holes Many thanks to 

Simon!

Carriers drifting

Marco Bomben & Keerthi Nakkalil 18
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Avalanches in silicon

Ongoing work in addressing one of the popular topics in 

detector development at the moment: charge multiplication 

• Multiple models have been implemented and validation is 

underway 
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Impact Ionization

Implementation of charge multiplication through

impact ionization underway

● Multiple models available, selection via configuration file:

● Massey

● van Overstraeten-de Man

● Okuto-Crowell

● Bologna

● Fully documented in user manual

● Implementation in Allpix2 completed, undergoing testing,

Comparison with Weightfield2 & TCAD simulations

11/05/2022S. Spannagel - 3rd APSQWS - Ongoing & Future Developments5

Impact Ionization – Example 

● Enable/select via configuration file:

● Multiplication model

● Electric field strength threshold field for multiplication

● Automatic check of propagation parameters (time stepping, ...)

● Status MR !472

Paul Schütze, Valentina Raskina,

Simon Spannagel, Annika Vauth
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Radiation damage in silicon

Similarly, implementation of radiation damage is required to study devices for hadron collider experiments 

• Clearly contains two components: 

• Modified TCAD electric field profile (proper modelling of space charge effects 

• Charge trapping implementation in allpix2
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Extra: electric field for irradiated sensor
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1e15, 150 V
LHCb model*

*NIMA 874 (2017) 94–102 
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Charge trapping in Allpix-Squared
Credits to Jory Sonneveld (Nikhef)
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Radiation damage in silicon
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Charge collection efficiency results
2016 JINST 11 P04023

Figure 1. The CCE as a function of bias voltage is shown for 200 µm thick n-type sensors after di�erent
fluences of 23 GeV proton irradiation. Laser light of 672 nm wavelength is used to generate eh-pairs close
to the p+-side (left), so that the signals are dominated by electron drift, or close to the n+-side (right), so that
the signal is dominated by hole drift.

Figure 2. The simulated electric field at 600 V as a function of sensor depth, x, for a 200 µm thick n-type
sensor after proton irradiation with di�erent proton energies. The p+ implant is at x = 0 µm, and the n+

implant is at x = 200 µm. The field is calculated using parameters from ref. [11] for irradiation with 23 GeV
protons (1.2 · 1015 neq/cm2) and ref. [8] for irradiation with 23 MeV protons (1 · 1015 neq/cm2).

In figure 3 the resulting time-resolved current signals are shown for three di�erent e�ective trapping
rates and for two di�erent electric fields. For the “no trapping” case, the integrated signals are
Q = 40 000 electrons, i.e. all charges are collected (CCE = 1). For the other cases the CCE
decreases monotonically with increasing 1/⌧. The e�ective trapping rate can be tuned to reproduce
the measured CCE.

4 Comparison of measurements with simulation

In order to compare the simulation to the sensor measurements, the electronic response of the
experimental setup must be taken into account. This is achieved by convolving the simulated
current signals with the response of the setup to a delta function; the latter is shown in figure 4. The
response was extracted by studying the charge collection in non-irradiated sensors and has been
reported in ref. [17].

– 5 –

Getting closer and closer J
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Jory Sonneveld (Nikhef)

… and, once more, thanks to Allpix-Squared developers!

Preliminary
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Charge Carrier Trapping

• Different trapping models implemented

• Ljubljana / Kramberger

• Dortmund / Krasel

• Interpolation of CMS Tracker measurements

• Mandic / high fluences

• Possibility to define custom trapping functions via configuration

• Scaling with fluence & temperature (where applicable)

• Note: this only describes trapping!

Effects such as changed electric fields have to be provided separately,

either through field map from TCAD or analytic approximation of E-field

• Merged: MR !624
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A whole lot more
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22-23 May 2023
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Registration deadline: 14 April 2023

Contact: allpix-squared-workshop@cern.ch

For more information, please scan the QR code 
or go to: https://indico.cern.ch/e/apsqws4

4th Allpix2

User Workshop

New Features
User applications & studies
So�ware Developments

Organisers:
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TCT in Allpix Squared 

Performance improvements 
- code speedup  

Interfacing to SPICE  

Custom open-source TCAD
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Summary

A lot of functionality has been implemented in allpix2, after the initial work to set it up as a platform for semiconductor detector 

simulations 

• A modern and self-contained framework that allows developers to work on solid-state physics 

It is straightforward to get up-and-running on cvmfs or with a local installation for development work. The first port of call is always the 

(extensive) user manual: 

• https://allpix-squared.docs.cern.ch 

Support available via email on the dedicated mailing list, on Mattermost and on the dedicated forum: 

• allpix-squared-users@cern.ch  

• https://mattermost.web.cern.ch/allpix2 

• https://cern.ch/allpix-squared-forum 

Look out for the announcement of the Allpix Squared workshop 2025! 
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