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Outline of Today's Talk:

What are tracks? Challenges in tracking? Why FPGAs intead of CPU?

=

=
Accelerating Track Fit: HLS Based FPGA Implementation

What is this?
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Particle’s Erajec&orv
(“Erack”)

Tracking Particles

* Particles are measured by their interaction with matter

- Position (x,y, z) is measured in the Tracking Detector
* Momentum measurement in the magnetic field B
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3 Tracking Detector _
' (position/momentum measurement) §

» Signals (~Hits) generated as
particles pass through detector
layers.

Objective: Reconstruct particle's
trajectory from measured hits



Tracking Challenges

Tracking gets more and more challenging with increasing number of hits...

LPLQE
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Pixel Clusters
Strip Clusters




Tracking Challenges in HighLuminosity-LHC ™ nteractiop .-

» Upcoming upgrade of LHC provides challenging LHC (designy Luminosip,
environment for tracking :

* Many simultaneous interactions (high pile-up)

* Track reconstruction is computationally intensive

»

4

—
S Luminosity: 2 x LHC =
LHC . O
Pile-up: ~60 =
SRR T SRR et Luminosity: 5-7.5 x LHC \/ \SZ)
HL-LHC e tae o iR ———————— e Pile-up: ~ 200 =
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The ATLAS Trigger & =

Data AcQuisition (TDAQ) Sys‘rem

- 2 Level Trigger System Level O and Event Filter
to select interesting events

will be based on Heterogeneous
computing farm

» Current ongoing competition of ideas for future
tracking concepts

(General) Triplet Track Fit
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Muon System

Level-0 Trigqery



General Triplet Track Fit - In a Nutshelll &

Triplet track fit based on two-step procedure that can be factorized:

Tri;pte% | /
- @]

@ Accounts for all detector-specific @ Completely independent of detector; just gets

Jinformation, e.g., B field, material budget: ™= ipipjet parameters and calculates tracks
highly parallelizable (GPUs, FPGAs!)

Nice feature: each
triplet comes with a
x= that can be used
for filtering
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FPGA Implementation
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Field P rogrammable Gate Ar'r'aYS (FP GAS) A

Programmable chip (reconfigurable hardware) enabling custom digital circuit creation for
diverse applications

Why use FPGAs?

* High-degree of parallelism
* High throughputs

* Low latency

» Power efficiency

» Reconfigurability

Why NOT use FPGAs?
Among others, HDLs (e.g. Verilog) are "not" widely spread.

But: Many people know C++: Would be nice to synthesize
("translate™) C++ code to FPGA

High Level Synthesis (HLS) Output Data
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The AMD Xilinx Alved MA35D
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HDL — Hardware Developing Language

What is High Level Synthesis?

- From this | o | to this . | to run on this

(VeriIOQ)

In other words: HLS translates high-level languages (C, C++) to FPGA

This is C/C++ code with some &
compiler statements to tell HLS p
what to do

Jd
Source Code S

2

(e

This is just for debugging the C/C++
% code using HLS libraries. Compiling:
» FAST ~ O(seconds)

Software
Emulation

-y
.9
S
S
£
+~ 3
Q
O

hardware. Compiling: NOT

I i ks, build
SO FAST ~ O(minutes) f everything works, build for

| actual hardware. Compiling:
Create Boot Files . VERY SLOW ~ O(hours)

This is for emulating the |
synthesised code on target - Emulation
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Optimization Example

Seqguential Execution ;
|me’

Task Parallelism within a Run

*n{=, N
B

Task Parallelism with Pipelining

-n{:~ .
=y .
I

Task Parallelism and Pipelining of Runs

time

time
>

R |
| } Independent Calculationg :

’. D — output

- @ — gynchronization
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for vector multiplication
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Base design

throughput

12 Gb/s

Pipelined
throughput
4.7 Gb/s

Unrollec
throughput
120 Gb/s

-ully
nipelined
throughput
960 Gb/s



https://indico.cern.ch/event/857790/attachments/1929374/3199760/HLS_Tutorial.pdf

Implementation of Triplet Track Fit
- Only Local Part so far

@ CPU

> Input stream of briplets
2 O O

@ "X HOST

Iv\puE
(CPUD
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Implementation of Triplet Track Fit

- Only Local Part so far
@
p Sending Triplets

(J(

@

? Input stream of briplets

(D
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Implementation of Triplet Track Fit

- Only Local Part so far ,
&
p Sending Triplets

@ :}
IM‘F’M& stream Q‘f &ripiﬁ‘fﬁ {) {
L PR

{ ) { P (CPUY (FPGA) Kernel

EEEEEEEEEE)
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Implementation of Triplet Track Fit

- Only Local Part so far ,
&
> Sending ‘Trigt&%s

@ :}
IM‘F’M& stream Q‘f &ripiﬁ‘fﬁ {) {
L PR

Input HOST Device
{) { i (CPU) —_— —- (FPGA) Kernel
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First Results
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Consistency Check

Triplet Track Fit is already
_ implemented for CPU

Better make sure that «
we get the same results!

Local Fit implemented for FPGA

All triplet parameters are consistent with
CPU results

Next: Optimization!
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t&all de “ba
Lv\deyev\dem&!

Optimization
“* Approximate trigonometric functions with small values.
 Calculate other functions by Cordic.
“* Break down the algorithm into intermediate steps.

* Avoid redundancies.
Example:

TASK LEVEL
PARALLELISM

Hei.[ps
avold
dupiita&iow

sin(x) X — XkX%kX/6:

Reduces
huvmwain

rea\do\bai&v«

Gparaﬁaams

Time
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Available
Limited
resources on
the FPGA

W Resource usage
without any
OF&M&&&&LOV\
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Resource Usage

Super Logic Reqion(SLR)
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Optimization Studies

"Local Triplet Fit" ¥/ optimized [l USAGE
(DDR, Float, nEvent 1)

3.12% 2.53%

Preliminary [ RESOURCES

7.03% 12.17% 16.26% 26.31%

10.78% 5.26%

23

0.00% 0.00%
fl Resource usage

ikl optimization
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Resources
Time

Resources vs
Latency trade-off
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Optimization Studies

"Local Triplet Fit"
(Frequency: 300 MHz, 3.33 ns)
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Kernel La&ev\t:i
'READ COMPUTE WRITE

+—> READ COMPUTE WRITE

I1(Inikiakion Inkerval)

Reducing latency

improves the throughput!
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Summary

* Ongoing studies to implement Triplet Track Fit on FPGAs for the ATLAS Event Filter
» Hardware emulation of the local triplet fit produces consistent results
* Preliminary optimization improves latency and resource usage
* Next Steps:
(] Global Track Fit will be implemented

L] Running on Hardware

Thank you for your attention! Questions?
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Backup
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After Optimization

Better make sure that we
get the same results after»™ =~
optimizations! |

All triplet parameters are still consistent
with CPU results.
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What is a Triplet?

A Triplet is a collection of three consecutive hits and can be seen
as the smallest building block of tracking.

Why Triplets? reiplet <%

* Minimum required number of hits to calculate track parameters (e.g.curvature)
» Consecutive triplets share two hits.

Getting Tracks from Triplets
Tracks are combinations of triplets consisting of hits.

Laver o
® Single hjt X, y, 2) IﬂfO .

The dataset we're using
consists of triplets

First/second Triplet
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