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KISTI Tier-1 Infrastructure Overview
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6,920 Job slots, 20PB Storage,

20Gbps dedicated link for OPN

Tape Library decommissioned 
Nov. 2021
⇒ Disk based Archiving
System (CDS)



60 node X 32 core

25 node X 40 core

25 node X 160 core

= Max 6,920 concurrent jobs

KISTI Tier-1 has been providing reliable and stable service

5

KISTI Tier-1 Computing

KISTI, 1.1%

2.9 million jobs done for the last 12 months

Multi-core jobs since April
8-core jobs

Enabled Multi-core/Whole-node Submission

Intense ALICE Activity

New worker nodes deployed
160 cores (10.78 HS06 / core)
790 GB memory



DISK (8,000 TB) / CDS-Tapeless Archiving (12,000 TB)

Storage status for last 12 months

*** EOS 노드 신규 구축(’18.7) 및 테스트(~’18.12)
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KISTI Tier-1 Storage

- 1 redirector + 5 storage nodes

- 2 MGMs (duplexing) + 5 FSTs (storage nodes)

- 3 MGMs (HA) + 18 FSTs (12+4 RAIN, 2 spares)

Disk WritingDisk Reading

+4.5PB of disk capacity deployed for EOS disk storage

1PB of RAW transferred during the WLCG Data Challenge 24

5,766TB (37%)

1,172 TB (81%)

1,620 TB (27%)
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WLCG Data Challenge 24



WLCG Tier-1 Service Availability / Reliability

Keeping top most quality of services

* the scheduled downtime for network security vulnerability check

** Network Issues: Misconfiguration on LHCOPN backup link has affected the site availability   

- Close collaboration with the KREONet service team to address the issue 

Reliability Availability

Overall in 2023 ~Mar. 2024 Overall in 2023 ~Mar. 2024

ALICE 97.3% 97% 97.3% 97%

Monthly target of WLCG : 97%

Monthly Availability (%)

• 𝑅𝑒𝑙𝑖𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝑇𝑢𝑝

𝑇𝑢𝑝+(𝑇𝐷𝑂𝑊𝑁−𝑇𝑆𝐶𝐻𝐸𝐷𝐷𝑂𝑊𝑁
)

• 𝐴𝑣𝑎𝑖𝑙𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝑇𝑢𝑝

𝑇𝑢𝑝+𝑇𝐷𝑂𝑊𝑁
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2023 2024

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Feb

Availability 98 97 99 100 98 94* 98 98 99 98 95** 97 97 97





CMS Tier-2 Infrastructure

Job Activities

(Computing) New workers (1,920 cores) will be deployed

KISTI Tier-2 for CMS

KISTI Tier-2 Data Link

Data Traffic

- Tier-0 link : 1
- Tier-1 link : 7
- Tier-2 link : 46
- Tier-3 link : 5

Total : 681TB
Average : 68TB /month
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Storage Usage

+1PB of disk capacity deployed



WLCG Tier-2 Service Availability / Reliability

서비스
Reliability Availability

Overall in 2023 ~Apr. 2024 Overall in 2023 ~Apr. 2024

ALICE 97.84% 97.95% 97.82% 97.95%

Monthly target of WLCG : 95%
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KISTI Pledges for 2024-2025 

Tier-1 pledge: 10% Contribution to ALICE Tier-1 Computing  
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ALICE Tier-1 Resources
(C-RSG Recomm.)

KISTI Tier-1 requirements
(10% contribution)

KISTI Tier-1 Pledges

2024 2025 2024 2025
2024

(installed)
2025

(planned)

CPU 630kHS23 690kHS23 63kHS23 69kHS23
72kHS23

(6,920cores)
72kHS06

(6,920cores)

Disk 71.5PB 79PB 7.15PB 7.9PB 8PB 8PB

Tape 107PB 123PB 10.7 PB 12.3 PB 12PB 12PB

CMS Tier-2 Resources
(C-RSG Recomm.)

KISTI Tier-2 Pledges

2024 2025
2024

(installed)
2024

(planned)
2025

(planned)

CPU 1,600kHS23 1,900kHS23
17kHS06

(1,424cores)

(1.1%)

24kHS23
(2,088cores)

(1.26%)

24kHS06
(2,088cores)

(1.5%)

Disk 149PB 175PB
2.8PB

(1.88%)
2.8PB

(1.88%)
2.8PB

(1.88%)

Tier-2 pledge



HPC for ALICE @ KISTI
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KISTI (Korea Institute of Science and Technology Information)

• Government-funded research institute founded in 1961 for national information services and Supercomputing
• National Supercomputing Center
- Nurion (Cray CS500 system): 25.7 PFlops, ranked 11th of Top500 (2018) ⇨ 46th (Nov 2022)

* New HPC System will be deployed in 2024 or early 2025, 600PFlops (Top 10 ranking target)
- Neuron - GPU system, 1.24 PFlops
- KREONet/KREONet2 - National/International R&E network

KISTI HPC testbed for ALICE experiment
• Collaboration with KISTI Nurion Team & CBNU (a member of KoALICE)



Asia Tier Center Forum

• Jeju island, Korea
- co-hosted by KISTI GSDC, KREONet, SUT
- 1-3 November 2023

• 40 registered participants (15 institutes from 8 nations)
- CERN, ASGC(TW), BRIN(ID), IHEP(CN), Hiroshima U., ICEPP(JP),
KEK(JP), KISTI(KR), Rajamangala U.(TH), SUT(TH), TIFR, VECC(IN) 
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• Status and updates on Asian sites(8 sites), experiments(ALICE, BelleII, LIGO), and networking(LHCONE), Special sessions for 
HPC/AI

• Discussions on  ideas or ways to support each individual site and collective activities in Asia
- Developing support models towards a strong collaboration in the region to cope with challenges

• It provides a place where the Asian sites can share and discuss any issues to resolve in a collective way

Governance to solve common issues and 
troubles faced by Asian Tier centers



ALICE Tier-1/Tier-2 Workshop

• Seoul, Korea
- co-hosted by KISTI GSDC and KSHEP
- 16-18 April 2024

• 45 registered participants (15 institutes from 12 nations)
- CERN, GSI(DE), Wigner center(HU), INFN(IT), LBNL, Oak Ridge NL(US), 
NPI(CZ), Pavol Jozef Safarik Univ.(SK), Univ. de Sao Paulo (BR)
Univ. Politehnica of Bucharest, Western Norway Univ, CBNU, KISTI(KR)

• Status and updates on Tier-1/Tier-2 sites, Assessment of ALICE Grid 
operations, middleware(jAliEn), storage capacity
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Summary

• KISTI-GSDC is a datacenter for data-intensive fundamental research by providing 
necessary computing power, storage and services

• KISTI Tier-1 for ALICE is running stable and fully functional, providing high 
quality of services.

- New and powerful machines were deployed to meet CPU and Storage pledges

- Tier-1 pledges have contributed about 10% of all ALICE Tier-1 requirements. 

- Successful participation to WLCG DC24 in early this year

• Tier-2 for CMS have been operating without critical issues

- New and powerful machines were deployed to meet CPU and Storage pledges

- Tier-2 pledges will be gradually expanded to reach the target (2% of all CMS Tier-2 resources). 

• KISTI HPC Project has conducted in collaboration with a KoALICE member and KISTI 
Nurion Team

- Successful jobs have been observed since March this year

• Experience and knowledge from operating WLCG Tier-1 and 2 has been transferred 
to support domestic research area and has helped to improve research activities. 




