An Open-Source RISC-V-based GPGPU
Accelerator For Machine Learning-based
Edge Computing Applications
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GPGPU Accelerator: Scratchpad-based and Cache-based Architectures
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