. DEPARTMENT OF Ofﬁce Of
Science

Introduction to Science Networking

Computational HEP Traineeship Summer School 2024
May 20t, 2024

Asif Shah

Software Developer |l
(U.S. CMS Networking R&D)
Email: sshah@fnal.gov



Outline

* History of Internet & HEP Networking

* Building Blocks Network Technology

* Scientific Collaboration and High-Speed Networks
* Science Networking R&D

* Q & ASession



History of Internet & HEP Networking



The Beginning...

* (1969) US Advanced Research Projects Agency (ARPA) funds
development of new communications network:
* Not circuit-oriented
* Data moved in independent packets called datagrams
* Store-and-forward
* Hop-by-hop dynamic routing

* Project was a collaboration between US research universities, US
high-tech industry, & US military

* Primary objective = highly efficient network
* Background objective = flexible, adaptable network (potential military use...)



ARPAnNet (1969-1970s):

* Used mini-computer (IMP) as

(design)
router for datagrams (packets) k
UCLA:
* Communications protocol - NCP 15t ARPAnet
. T B UloRE nay NOde
* End system (Host) services: e R R .
T OUSEAT: 1169 |
* |nitially - remote logon ' (IMP)

e Later - file transfer & email

ARPAnet:
Sept. 1971 ---»
«--- ~1980




DARPA Internet (late1970s through 1980s):

* DARPA (successor to ARPA)
directed focus on interconnected
networks, starting in 1973:

 Separate administrative domains

* Underlying communications
technology independence/flexibility

* Funded development of a new suite
of communications protocols:

e TCP -reliable connection-oriented
host-to-host delivery

* [P - connection-less, not-guaranteed
handling by the network

* Jan 1983 - TCP/IP replaces NCP
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NSF Takes The Internet into Mainstream (1980s):

* NSF creates NSFnet, to connect its five

supercomputer centers: /“\ &
* Objective is to supportresearch, not be a ‘ l
research project itself L e (1986)

* Complaint: “It’s analogous to a

superhighway with no on/off ramps... —”\\/”{v\ :.

* NSF expands NSFnet’s scope:

» Added backbone sites, which were in
more strategic locations

* Seeded regional networks to connect
universities to NSFnet:

* Regional <->regional traffic quickly dominates




The Internet Goes Global, then Commercial:
(early-mid1990s)

* In Europe:
* Telecom-aligned national entities pushed for International Standards
Organization-developed network protocols, not TCP/IP:
* Concerns over US dominance in development of TCP/IP standards

* Multi-protocol inter-European backbone (EARN) established:
* Supported ISO Open Systems Interconnect and TCP/IP
* TCP/IP wins out, based on demand...

* European national IP networks connect with NSFnet to form core of
global internet

* US Government “privatizes” the NSFnet backbone (1994):

* Four commercial service providers
* Lays groundwork for evolution of commercial side of the internet



Meanwhile, HEP developed its own network:
(mid-late1980s)

* 1983-ish - Remote terminal network:

* University researchers use remote (dumb)
terminals to access to HEP computers

* Asynchronous data switches at experiment Remote
sites connected to form network: X minal
« Unofficially dubbed HEPnet N (1983)

* 1984-1990 - DEC VAX mini-computers
proliferate:

* Proprietary DECnet protocol replaces async.
terminal communications

« HEP DECnet grows to a pre-internet global
network (~10k nodes)

.S
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US Dept. of Energy consolidates its networks:
(1990-ish)

* Mid-1980s - DOE is supporting two science networks:
* HEP DECnet network (using vendor proprietary protocols)
* Magnetic Fusion Energy (MFE) network (using custom in-house protocols)
* Other DOE science disciplines on the horizon will need a network too

* 1985 - DOE decides to unify its current & future network support:
* A single shared network facility
* Interoperable, based on TCP/IP protocol suite

* 1987 - ESnet (Energy Sciences network) is born:

« HEP DECnet transitions to ESnet as a network backbone
* 1989 - ESnet converts to multiprotocol routers (TCP/IP & DECnet)

* MFEnet converts its in-house protocol to be TCP/IP-based



HEP has contributed to Internet evolution as well

* 1990 - CERN’s Tim Berners-Lee designed a
data sharing framework for the Internet

* Three core elements:
1. Hypertext markup language (HTML)
2. Uniform Resource Identifier (URI)
3. HyperText Transfer Protocol (HTTP)

* Collectively creating The World-Wide Web

e |t’'s been described as the Internet’s “killer

application”
* CERN made code available royalty-free Schematic Diagram from
» Sparked Internet-wide wave of innovation and Berners-Lee’s Original Proposal

collaboration



Building Blocks of Networking Technology



Building Blocks of Networking Technology (1)

D e

1. Transmission Media - Wired & wireless media ;:6“““!*’““’“*****-—**-::

* Features: Speed, Cost, Distance, & Secure

Internet Cables Undersea Worldwide Map - Backbone!

Source: Telegeography Wireless Network




Building Blocks of Networking Technology (2)

2. Larger scale networks — Number of various networking DEVICES involved.

* NICs, Modems, Switches, Repeaters, Routers, Gateways, Firewall, etc.

Hierarchical Network: Core,
Distribution, Access Layers

Core Layer

Distribution

Modems Layer

Routers Bridges Repeater



Building Blocks of Networking Technology (3)

3. How to communicate in networking environment?

* TCP/IP protocol suite

TCP/IP Protocol Svite

TCP/IP Protocol |

Architecture Layers

Application Layer

Telnet SMTP

Host-to Host
Transport Layer

Intemet Layer

P IGMP ICMP
ARP

Network Interface Token Frame

Layer themet ATM

Ring  Relay

4. Application

C
ONsists of applications and processes

Use the network
DHCP, DNS, FTP, HTTP,
HTTPS, POP, SMTP, SSH,
HTML, JPEG, etc...

TCP uDP |8 3. Tra:sz:rt

. 2. Internet
ro ." “'tagral'n and handles the

IP Address: IPv4, IPv6 |

1. Network Access
consists of

MAC Address

'SDH, DSL, etc...

Ethernet cable, Fibre,
wireless, RS-232, RJ45,




Building Blocks of Networking Technology (4)

4. |ldentification of computers/devices and networks?

* Physical Address — MAC address

- Logical Address - IP Address (IPv4 or IPv6) IPv6

Media Access Control Address

MAC

00

1A

< F1 4C C6

J

|

Unique Identifier Universall

d Address

128-bit address

340 undecillion
possible addresses

Example:

32-bit address 2002:db8::8a3f:362:7897

4.3 billion
possible addresses

Example:
192.0.1.246



Building Blocks of Networking Technology (5)

5. Geographic distribution of networks?
* LAN (Local Area Network)
* MAN (Metropolitan Area Network)

 WAN (Wide Area Network) 4%,
i W WAN
Wide Area Network

: ~ o MAN

'“ | i Metropolitan Area Network

i i
g°

LAN

Local Area Network




Scientific Collaboration and High-Speed Networks



Scientific Collaboration — Example (CMS Experiment)

* Extreme data volumes & velocities

* Large collaborations of global scale

* Highly distributed computing environment(s): Federated
* Over 200 Institutes from 57 countries

* Over 3300 physicists

* Worldwide 7 Tier-1 sites and more than 50 Tier-2 sites

* CMS compute needs are mainly covered by WLCG
resources, a global collaboration of about 170 computing
centers, aggregating 1M CPU cores and 1 EB of storage
(disk and tape)

.....

Google

= e zee Zzad 5l

The Details

The CMS collaboration has around:

6288

Of these members there are about:

2100 228 Llbe - oot

CSD

N JDEN E




SCientiﬁC COllabOratiOn — CMS Computing Lifecycle

Higgs!
SUSY?
DM?




SCientiﬁC COlla bOI‘ation — Tier Structure & Networking

- Tier structure for computing:
- Tier0=CERN
- Tier 1 = National data centers for event

reconstruction & archiving
o Connected using LHCOPN Networks

- Tier 2=Computing facilities for Monte Carlo
production & event analysis
o Connected using LHCONE/Other R&E Networks

- Tier 3 =Collaboration sites
- Connected using Regional R&E Networks

- Tier 4 = Physicist desktops

over 70 T2 sites

T2_US_UCSD
(NSF)

T2_US_Caltech
(NSF)

T2_US_Nebraska
(NSF)

T2_US_Florida Full Mesh General

(NSF) i Purpose Scientific
Networks

T2_US_MIT between all

= T1 and T2 sites

T2_US_Purdue
(NSF) GPN
Dedicated

T2_US_Wisconsin LHC e @
(NSF) Optical

Private

Network @ e

between TO and

all T1 sites

LHCOPN



High Speed Scientific Networks — LHcopn (LHC optical Private Network)

LHCOPN

’ The LHC Optlcal Pr|Vate NEtwork . CN-IHEP KR-KISTI RRC-KI RRC-JINR PL-NCBJ
(LHCOPN), linking CERN and the Tier 1s: e St o sz i

o 18 sitesfor17 Tier1s +1 Tier0O

. L. AS 36391 AS 43115
o PL-NCBJjustjoined, CN-IHEP and
NDFG- i
G-LHEP in the process to - — DE.KIT
connect 45513 A5 5806
1 i
o 15 countries in 3 continents \
AS 3152 .
o Dual Stack IPv4-IPv6

; NL-T1 NDGF NDGF UK-RAL IT-INFN-CNAF
o 21 prS tO the Tlero Vﬁi:@*‘;)]}":fl CH-LHEP AS 216467 As4347ls AS137-Zi38
i

Line speeds: Experiments: ‘

s 20Gbps I = Alice I = Atlas

100G bps I=CMS =LHCb

s 200Gbps Last update:
400Gbps

— 800GbpSs 20240308 )
edoardo.martelli@cern.ch




High Speed Scientific Networks — LHcopn (LHC optical Private Network)

- LHCOPN Traffic —last 12 months
o Moved ~540 PB in the last 12 months
o +18% compared to previous year (457PB)

o Peakat~479Gbps

LHCOPN Total Traffic (CERN -> T1s)

Mean Max

500 Gb == Outgoing DE-KIT 530Gb 251Gb
450 Gb Outgoing KR-KISTI 198 Mb 9.39Gb
= Outgoing RU-T1 6.60Cb 42.6 Gb

400 Gb .
== Outgoing FR-IN2P3 11.5Gb 89.4Gb
350 Gb = Outgoing NDGF 6.87Gb 83.3Gb
300 Gb == Qutgoing NL-T1 6.12Gb 104 Gb
== Outgoing TW-ASGC 114Gb 9.69 Gb
250Gb = Outgoing IINFN-CNAF  123Gb 130 Gb
200 Gb == Outgoing UK-RAL 9.44Gb 40.5Gb
150G Outgoing CA-TRIUMF ~ 5.96Gb  75.7 Gb
= Outgoing US-BNL 127Gb 98.8Gb
100 Gb == Qutgoing US-FNAL 6.76 Gb 81.3Gb
50 Gb = Outgoing ES-PIC 443Gb 81.8Gb
ik = Outgoing-PL-NCBJ 246Mb  18.9 Gb

202212 2023-02 2023-04 2023-06 2023-08 2023-10 == Total 137Gb 479 Gb



H|gh Speed SCientiﬁC NetWOI‘kS — LHCONE (LHC Open Network Environment

N

LHCONE L3VPN: A global infrastructure for High Energy Physics data analysis (LHC, Belle Il, Pierre Auger Observatol
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ESnet Backbone Network — Q3 2023

ANL221

ANL541B

() PNNL-EMSL
() PNNL-IsB2

CERN 513

Trans-Atlantic links capacity:
* 1.5Tbpsin 2024 (Achieved)
* 3.2Tbpsin 2027 (Future)

Bandwidth
——— 100GE

Europe

e 2x100GE
— 400G

2x400GE

3x400GE

EQXSVS LosA ()

—_—
O ESnet6 Large Router
O

HOUS ATLA ROADM only location

ELPA 2022-10-20 dwcarder@es.net

100GE
400G

O ESnet Router




ESnet is now a Globally-Preeminent R&E Network

* ESnet now in its 6t version
* ESnet manages its own optical fiber system in US
* ‘N’ x400GE links between routers

Extensive trans-Atlantic connections to Europe
* Including trans-Atlantic spectrum

ESnet6: More capacity and control of networks
+ An expanded, dedicated fiber optic backbone.

DOE supercomputing center

VL VD + New network automation capabilities.
conne CtIVIty‘ ESI‘IEt 6 + Improved cyber security features.

e ALC F’ OLC F’ NERSC + A platform for real-time telemetry.

Rich peering with other networks:
* Including cloud providers

* HEP is ESnet’s biggest customer:
* ~65% of ESnet traffic is HEP

SITES



Science Networking R&D



Science Networking R&D - LHC/HL-LHC Schedule

HiLuMI

LARGE HADRON COLLIDER

LHC HL-LHC .
Run 3 | Run4-5...
s - - RN
Diodes Consolidation Y
splice consolidation limit LIU Installation -
7Tev  _8TeV_ button collimators interaction , inner triplet Ll
—— R2E project regions Civil Eng. P1-P5 pilot beam radiation limit installation

2011 2012 2013 2014 2015 2016 2018 2019 2020

experiment
beam pipes

75% nominal Lumi |

HL-LHC TECHNICAL EQUIPMENT:
DESIGN STUDY

nominal Lumi

ATLAS - CMS
upgrade phase 1

2 x nominal Lumi

ALICE - LHCb I

mmmml@
A x nominal Lumi

5t07.5

e,

ATLAS - CMS
HL upgrade

upgrade

[

PROTOTYPES

We are here!

] 3000 fb
luminosity JLE{

/

CONSTRUCTION

| INSTALLATION & COMM. H” PHYSICS



Science Networking R&D - Projected Data Volume on Tape

Tape Requirements (PB)

1100 ~ Ruhin/DES
1000 B LOCD
900 A B SBN
800 - IF Experiments
700 A B Dune
600 B CMS Facility (T1+LPC)
500
400 A
300 -
200 A
100 A




Science Networking R&D — Emerging Science Networking Research

It is expected that the exabytes of new data during the HI-LHC era (2029-2040)

Networks are the glue for distributed computing, connecting processing with storage

Relies on ~Tbh/s networks capacity at backbone and R&E networks

But it is important to demonstrate the ability to use the full capabilities of the network

at all level:
e LHCOPN/LHCONE/R&E Networks/Campus networks/etc.

Emerging Networking R&D:
1.

o eNbN

1 =S
: B e

Network management — Software-Defined Networks & Network Orchestration
Network visibility — SciTags (Packet Marking & Flow Labeling)

Network usage optimization — Packet Pacing & Traffic Shaping

Network Monitoring — Health monitoring

Al/ML for Networking — Traffic analysis & predictions



Emerging Networking R&D — Network Management

* Achallenge for HEP storage endpoints is to utilize
the network efficiently and fully.

Application Workflow

. Agent
¢ SOftwa re - D efl n e d N etWO r k (S D N ) & N etWO r k : Datafication of cyberinfrastructure
M SENSE-Orchestrator API to enable intelligent services
Orchestration

Intent Based APIs with Resource SENSE End-to-End Model
Discovery, Negotiation, Option Queries SENSE

Orchestrator

* Virtualized overlay network paths (or even
networks)

* Intended to provide specific service needs (ie.,
QoS) and/or isolation

SENSE-RM API

(Model Based) Realtime system based on Resource

Manager (RM) developed
infrastructure and service models

* GNA-G (Global Network Advancement Group)

« The SENSE ESnet project is serving as a reference
implementation, FNAL is part of testbed

SENSE J
RM

* The NOTED project (CERN) is also an example of a
practical way to effectively utilize available paths
to better distribute network load. FNAL also part of
testbed


https://www.gna-g.net/

Emerging Networking R&D — Network Visibility (SciTags)

Scientific Network Tags (Scitags) is an initiative promoting identification of the science domains and their high-level
activities at the network level.
Provide standardized means of information exchange on network flows between experiments, sites and network providers.

* Improve experiments and sites visibility into how network flows perform within network segments.

Get insights into how experiments are using the networks and benefit from additional data from the network providers.

374

|

(Rucio | DIRAC | Alice ] ~—— | storage & Anaytics (ELK)

Extension
of the
FTS API

Extension of the
existing protocols
HTTP TPC
FTS XRoot

+experiment

activity

REN collector i—
_REN collector i—

Packet marking

] ([ J— | — O — § v
RS . —
TCP IPv6 Flow Label : \ ] !

dCache, XRootD dCache, XRootD

T ] ] - — L] L

Flow labelling
T UDP firefly I T

I Registry (experiments/activities catalogue) l




Emerging Networking R&D — Network usage Optimization

* Pacing/Shaping WAN data flows to optimize the overall network traffic.

* An area of interest for the experiments is traffic pacing/shaping.

o Without traffic pacing, network packets are emitted by the network interface in
bursts, corresponding to the wire speed of the interface.

®* Problem: microbursts of packets can cause buffer overflows

= The impact on TCP throughput, especially for high-bandwidth transfers on long network
paths can be significant.



Emerging Networking R&D — Network Monitoring & Al/ML for Networking

* Network Monitoring:

* To design and develop a comprehensive network monitoring platform for HEP
community using various monitoring systems (e.g. perfsonar)

* Provides data and feedback to LHCOPN/LHCONE, HEPiX, WLCG and OSG communities
* Al/ML for Networking:

* The scientific network traffic patterns are not well understood, or at best,
understood only at a very high level

* Network traffic patterns need to be investigated and characterized at different
granularity levels

* To exploit the various AI/ML technique to train and evaluate the traffic
classification models by using Machine Learning/Deep Learning algorithms.

* One example of traffic patterns: file transfer vs streaming traffic
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Science DMZ Architecture — Conceptual Diagram

Border Router
Enterprise Border
perfSONAR Router/Firewall

WAN

perfSONAR

Site / Campus
access to Science
DMZ resources

Site / Campus

Science DMZ
/ Switch/Router

N

7 N

Per-service

security policy
control points

ngh peffomance Latency WAN Path
Data Transfer Node —-—

with high-speed storage ~ Low Latency LAN Path



FNAL Network Architecture — High-Level

* Modular design:

DataCenter for general data center computing resources
USCMS-Tier1 has its own module

Site Interconnect module for intra-site & off-site connectivity
Perimeter module delineates & controls off-site connectivity
USCMS-Tier1 & Datacenter

modules have direct Dataconter ol
"‘"‘“"’ Bypass ;

connection to perimeter JBR |~ — Perimeter

for science network traffic Bypass e




U.S. CMS Tier1 Module at FNAL

* Distribution switches in FCC2 & GCC-A

* Also large, modular devices in dedicated racks

* ToR access switches dual-homed to distribution switches:
* Large-scale deployment of 100GE host connections

Bypass




Thank you ©
Any guestion?



