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Build your own cluster: Session 4



• We learned a little about system management

• We learned how operating system is essentially the core of any system

• We had a little hands-on exercise with Alma Linux 9

• We saw how different systems work together to form a facility

• We looked at compute systems, or more specifically HTCondor

• We learned how to install and configure HTCondor to create a little cluster of our own
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• Install HTCondor inside containers

• Go to /etc/condor/config.d/ and create a 99-local.conf file

• Inside that configuration file:
– set DAEMON_LIST to include the relevant daemons

– set COLLECTOR_HOST to point to the central manager

– set ALLOW_READ, ALLOW_WRITE and ALLOW_DAEMON knobs to set authorization level

• These are generally set as <identity>/<hostname>. For ease of exercise, you can set them as wild 
cards */*

• Configure appropriate authentication mechanism

• Start condor_master
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• Install HTCondor:

• Go to /etc/condor/config.d/ and create a 99-local.conf file

4

HTCondor Software Suite (HTCSS) – Hands-on exercise

5/21/24 Farrukh Khan | TAC-HEP Training



• Configure DAEMON_LIST, COLLECTOR_HOST, ALLOW_WRITE, ALLOW_READ and 
ALLOW_DAEMON
– Central Manager:
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• Configure DAEMON_LIST, COLLECTOR_HOST, ALLOW_WRITE, ALLOW_READ and 
ALLOW_DAEMON
– Access point:

– Execution point:
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• Configure appropriate authentication mechanism: THE EASY (DEPRECATED) WAY

• HTCondor comes with directives to do the heavy lifting for you. Modify the 00-htcondor-
9.0.config and switch from recommended_v9_0 security to host_based security as shown 
below:
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• Configure appropriate authentication mechanism: THE HARD (PRACTICAL) WAY

• Make sure that the security is set to recommended_v9_0 security in the 00-htcondor-
9.0.config file:

8

HTCondor Software Suite (HTCSS) – Hands-on exercise

5/21/24 Farrukh Khan | TAC-HEP Training



• Central Manager:
– In both authentication cases, you can just go ahead and start condor_master on the central manager
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• Access point and Execution point:
– In both authentication cases, you can start condor_master

– However, there is an additional step involved in case of IDTokens

– At daemon start up, both condor_schedd and condor_startd will attempt to get a IDTokens from the 
central manager

– These requests have to be manually approved using condor_token_request_list and 
condor_token_request_approve

– You can check the respective log file under /var/log/condor to confirm that the daemon is indeed making 
a request

– If the daemon is not making a request on its own, you can create the tokens manually on the central 
manager and place them under /etc/condor/tokens.d

• I’ll show you how to do the setup by creating a token manually

10

HTCondor Software Suite (HTCSS) – Hands-on exercise

5/21/24 Farrukh Khan | TAC-HEP Training



• On the central manager create IDTokens for access points and execution points with the 
following authorizations:
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• Now create a file under /etc/condor/tokens.d on the access point and the execution point with 
the content set to the hash generated by the central manager. Access point as an example:

• The name doesn’t matter. The identity matters for traceability and for finer grained control 
(recall the ALLOW_* configuration params!)

• After creating the token files, run condor_reconfig for the HTCondor to pick up the new 
IDToken

• The verification commands as shown in session 3 slides should work now
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• With great power comes great responsibility!

• Now that you have root access, you have the potential to mimic any user on the system. All 
system managers have this capability but doing so without explicit user permission is 
unethical

• Now let’s submit a job on your access point. You should feel to mimic access, exec or central 
user for your job submission. The example below mimics central:
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• A simple sleep script and a simple sleep job descriptive file:
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• Job submission and queue overview:
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• Running jobs!
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• OPTIONAL live exercise if time permits (or to do by yourself if you’re curious to learn more):
– PROBLEM: your user pool has three different users. User A belongs to the physics department, user B 

belongs to chemistry department and user C belongs to mathematics. Department of physics pays extra 
money to get preferential access to the resources. Department of mathematics does not pay anything 
but contributes manpower to facility operations in hopes of retaining access to the pool. Department of 
chemistry has negotiated an opportunistic access to the pool

– TASK: you, as a pool administrator, are being asked to come up with an accounting policy in your pool 
that gives preferential access to department of physics users, followed by department of mathematics 
and finally department of chemistry

– CONCERN: the user from department of physics submits bad jobs from time to time. They generally 
ask for a single core and end up spawning 8 threads inside their jobs. Since they get preferential access 
to your pool, you want to ensure this doesn’t mean broken or down worker nodes
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• CENTRAL MANAGER:
– Set up accounting groups for each department

– Come up with appropriate priorities or quotas for the three departments

• ACCESS POINT:
– Make sure appropriate user jobs are tagged for their correct accounting groups

– Make sure a user cannot modify their accounting group (i.e. the classAd should be immutable)

• EXECUTION POINT:
– Due to CPU load concerns, hide 2 CPUs and 2 GB of RAM from users to allow your system to function 

adequately

18

HTCondor Software Suite (HTCSS) – Optional exercise

5/21/24 Farrukh Khan | TAC-HEP Training



• That’s all! This brings our hands-on exercises to a 
close

• I hope you were able to get something useful out of 
these sessions and experience what it feels like to 
setup systems and get them to work!
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