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Setting the Scene…
• Parton distribution functions (PDFs): a key ingredient in hadron collider physics!  
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Introduction
● Parton Distribution Functions (PDFs) are a crucial input and key output of 

collider physics.
● Collider physics relies on QCD Collinear factorisation:

DIS:                         Hadron-Hadron (pp):
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● Separate short distance perturbative physics in coefficient functions and hard 

cross-sections from non-perturbative long distance PDFs.
● PDFs are universal and evolve between scales by DGLAP equations.
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• QCD factorization: perturbative physics separated from universal non-perturbative PDFs
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Factorization ) fDIS
i (x,Q2) ⌘ {fCollider

i (x,Q2)} Drell Yan, Jets, Higgs…

• PDFs at different scales connected by DGLAP evolution
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• Foundation of global PDF fits: use data at different scales and processes to extract PDFs.
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Global PDF Fits

measure predictfit

• Basic idea is simple: but many ingredients enter! Three key areas:

Methodology

• PDF parameterisation, 
uncertainty prescription…

Data

• Aim: high precison theory + wide range of data        precise + accurate PDFs

• Alternative/complementary route: input from lattice.

• From fixed target, to HERA 
DIS and collider. LHC data 
increasingly important.

Theory

• High precision: NNLO QCD 
+ NLO EW the standard 
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Parton Distribution Functions
 Ann.Rev.Nucl.Part.Sci. 70 (2020) 43-76Predictions at a hadron collider 

require knowledge of the PDFs


Cross-sections calculated as 
convolution of short-distance 
cross-sections with Parton 
Distribution Functions (PDFs)


A universal quantity, PDFs are 
inferred from a given set of 
measurements and can be used to 
predict any cross-section 

3

Sources of PDF uncertainties

Dataset choice

Experimental uncertainties

Statistical + systematics

Correlations


 definition

Outliers treatment
χ2

Data = PDF ⊗ σH

Parametrization choice

Regularization            
(what is a good PDF?)

Uncertainties prescription 
(i.e. tolerances)

Perturbative order 
(NLO, NNLO, …)

Heavy-flavor scheme 
(FONLL, RT, ACOT, …)

Perturbative scales

Theory calculations 
(qT-subtr, antenna, …)

Stat./Grid accuracies

Experimental: Methodological: Theoretical:



Why do we care about PDFs?
• The LHC is a Standard Model precision machine, and PDFs are a key ingredient in this. Increasingly a 

limiting factor:

W mass

W boson mass measurement

4

✦ PDFs are key inputs for precision programs at hadron colliders, e.g., precision electroweak measurements, 
searches for new physics beyond the SM, especially non-resonance signatures hiding in high mass tails 
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W Boson Mass Measurements from Different Experiments

SM expectation: M
W

 = 80,357 ± 4
inputs

 ± 4
theory

 (PDG 2020)
LHCb measurement : M

W
 = 80,354 ± 23

stat
 ± 10

exp
 ± 17

theory
 ± 9

PDF  
[JHEP 2022, 36 (2022)]  

[CDF 2022]
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(a) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the Tevatron.

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

   
   

  d

-210

-110

1

10    LHC 7−W

du

dc
sc

su

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

   
   

 d

-210

-110

1

10    LHC 7W+

du

dc

sc

su

        y-4 -2 0 2 4

/d
y 

[n
b]

σ
   

   
   

  d

-210

-110

1

10   LHC 70Z
uu

cc

ssdd

(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 7 TeV.
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(c) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 14 TeV.

Figure 7: Partonic contributions to the differential cross section of on-shell W±/Z boson production at LO as a
function of the vector boson rapidity. Partonic contributions containing a strange or anti-strange quark are denoted

by (red) dashed and (blue) dot-dashed lines. The solid lines show the total contribution.

duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints
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duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (
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might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints

W-boson charge W+ W� Combined
Kinematic distribution p`T mT p`T mT p`T mT

�mW [MeV]
Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7
AZ tune 3.0 3.4 3.0 3.4 3.0 3.4
Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5
Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9
Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6
Angular coe�cients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9

Table 3: Systematic uncertainties in the mW measurement due to QCD modelling, for the di↵erent kinematic dis-
tributions and W-boson charges. Except for the case of PDFs, the same uncertainties apply to W+ and W�. The
fixed-order PDF uncertainty given for the separate W+ and W� final states corresponds to the quadrature sum of
the CT10nnlo uncertainty variations; the charge-combined uncertainty also contains a 3.8 MeV contribution from
comparing CT10nnlo to CT14 and MMHT2014.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative and non-perturbative modelling of the strong
interaction a↵ect the dynamics of the vector-boson production and decay [33, 102–104]. Their impact
on the measurement of mW is assessed through variations of the model parameters of the predictions
for the di↵erential cross sections as functions of the boson rapidity, transverse-momentum spectrum at
a given rapidity, and angular coe�cients, which correspond to the second, third, and fourth terms of
the decomposition of Eq. (2), respectively. The parameter variations used to estimate the uncertainties
are propagated to the simulated event samples by means of the reweighting procedure described in Sec-
tion 6.4. Table 3 shows an overview of the uncertainties due to the QCD modelling which are discussed
below.

6.5.1 Uncertainties in the fixed-order predictions

The imperfect knowledge of the PDFs a↵ects the di↵erential cross section as a function of boson rapidity,
the angular coe�cients, and the pW

T distribution. The PDF contribution to the prediction uncertainty is
estimated with the CT10nnlo PDF set by using the Hessian method [105]. There are 25 error eigenvectors,
and a pair of PDF variations associated with each eigenvector. Each pair corresponds to positive and
negative 90% CL excursions along the corresponding eigenvector. Symmetric PDF uncertainties are
defined as the mean value of the absolute positive and negative excursions corresponding to each pair of
PDF variations. The overall uncertainty of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The e↵ect of PDF variations on the rapidity distributions and angular coe�cients are evaluated with
DYNNLO, while their impact on the W-boson pT distribution is evaluated using Pythia 8 and by re-
weighting event-by-event the PDFs of the hard-scattering process, which are convolved with the LO
matrix elements. Similarly to other uncertainties which a↵ect the pW

T distribution (Section 6.5.2), only

18
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W boson rapidity distribution W boson mass from different experiments[1203.1290]
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Figure 2: Transverse-momentum distribution of / bosons predicted with DYTurbo [36] at different values of Us (</ ),
using the MSHT20 PDF set [37]. The impact of changing Us (</ ) on the PDFs is included.

2 ATLAS detector and data sample

The ATLAS experiment [46] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle.3 It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range |[ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |[ | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a
system of precision chambers for tracking and fast detectors for triggering. A three-level trigger system is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate of at most 75 kHz. This is followed by two software-based trigger
levels that together reduce the accepted event rate to 400 Hz on average depending on the data-taking
conditions during 2012. An extensive software suite [47] is used in data simulation, in the reconstruction
and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition
systems of the experiment. The data were collected by the ATLAS detector in 2012 at a centre-of-mass

3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis
points upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2). Angular distance is measured in units of
�' ⌘

p
(�[)2 + (�q)2.

4
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W Boson Mass Measurements from Different Experiments

SM expectation: M
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 = 80,357 ± 4
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 ± 4
theory

 (PDG 2020)
LHCb measurement : M
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(b) dσ/dy for W− (left), W+ (middle), Z0 (right) boson production at the LHC with
√
S = 7 TeV.
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duction, were studied in Refs. [55–57]. In the following,
we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (

√
S = 1.96 TeV) and

the LHC with
√
S = 7 TeV and

√
S = 14 TeV. The

solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For

√
S = 7 TeV, the

PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints
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we will investigate the influence of the PDFs on the ra-
pidity distributions of the Drell-Yan production process.
Conversely, it may be possible to use the W/Z production
process to further constrain the parton distribution func-
tions in general, and the strange quark PDF in particular.
As noted in Ref. [49], when looking for new physics sig-
nals it is important not to mix the information used to
constrain the PDFs and the new physics as this would
lead to circular reasoning.

As we move from the Tevatron to the LHC scatter-
ing processes, the kinematics of the incoming partons
changes considerably; in Fig. 6 we show the momentum
fractions xA and xB of the incoming parton A and par-
ton B for the Tevatron Run-2 (
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the LHC with
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√
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solid (red) lines show the range of xA and xB probed by
W± and Z boson production. At the Tevatron, values
of xA,B down to 2× 10−3 are probed for large rapidities
of yW/Z = 3. However, at the LHC much smaller values

of xA and xB become important due to the larger CMS
energy and broader rapidity span. For
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PDFs are probed for x-values as small as 2 × 10−4 for
rapidities up to ∼ 4.5. With

√
S = 14 TeV, even larger

rapidities of y ∼ 5 and smaller values of xA/B of 4×10−5

might be reached.

A. LHC Measurements

The importance of the PDF uncertainties to the LHC
measurements was already evident in the 2010 and pre-
liminary 2011 data.

ATLAS presented measurements of the Drell-Yan W/Z
production at the

√
S = 7 TeV with 35 pb−1 [58]. These

results include not only the measurement of total cross
section and transverse distributions, but also a first mea-
surement of the rapidity distributions for Z → l+l− as
well as W+ → l+νl and W− → l−ν̄l. Additionally,
ATLAS has used W/Z production to infer constraints

W-boson charge W+ W� Combined
Kinematic distribution p`T mT p`T mT p`T mT

�mW [MeV]
Fixed-order PDF uncertainty 13.1 14.9 12.0 14.2 8.0 8.7
AZ tune 3.0 3.4 3.0 3.4 3.0 3.4
Charm-quark mass 1.2 1.5 1.2 1.5 1.2 1.5
Parton shower µF with heavy-flavour decorrelation 5.0 6.9 5.0 6.9 5.0 6.9
Parton shower PDF uncertainty 3.6 4.0 2.6 2.4 1.0 1.6
Angular coe�cients 5.8 5.3 5.8 5.3 5.8 5.3

Total 15.9 18.1 14.8 17.2 11.6 12.9

Table 3: Systematic uncertainties in the mW measurement due to QCD modelling, for the di↵erent kinematic dis-
tributions and W-boson charges. Except for the case of PDFs, the same uncertainties apply to W+ and W�. The
fixed-order PDF uncertainty given for the separate W+ and W� final states corresponds to the quadrature sum of
the CT10nnlo uncertainty variations; the charge-combined uncertainty also contains a 3.8 MeV contribution from
comparing CT10nnlo to CT14 and MMHT2014.

6.5 Uncertainties in the QCD modelling

Several sources of uncertainty related to the perturbative and non-perturbative modelling of the strong
interaction a↵ect the dynamics of the vector-boson production and decay [33, 102–104]. Their impact
on the measurement of mW is assessed through variations of the model parameters of the predictions
for the di↵erential cross sections as functions of the boson rapidity, transverse-momentum spectrum at
a given rapidity, and angular coe�cients, which correspond to the second, third, and fourth terms of
the decomposition of Eq. (2), respectively. The parameter variations used to estimate the uncertainties
are propagated to the simulated event samples by means of the reweighting procedure described in Sec-
tion 6.4. Table 3 shows an overview of the uncertainties due to the QCD modelling which are discussed
below.

6.5.1 Uncertainties in the fixed-order predictions

The imperfect knowledge of the PDFs a↵ects the di↵erential cross section as a function of boson rapidity,
the angular coe�cients, and the pW

T distribution. The PDF contribution to the prediction uncertainty is
estimated with the CT10nnlo PDF set by using the Hessian method [105]. There are 25 error eigenvectors,
and a pair of PDF variations associated with each eigenvector. Each pair corresponds to positive and
negative 90% CL excursions along the corresponding eigenvector. Symmetric PDF uncertainties are
defined as the mean value of the absolute positive and negative excursions corresponding to each pair of
PDF variations. The overall uncertainty of the CT10nnlo PDF set is scaled to 68% CL by applying a
multiplicative factor of 1/1.645.

The e↵ect of PDF variations on the rapidity distributions and angular coe�cients are evaluated with
DYNNLO, while their impact on the W-boson pT distribution is evaluated using Pythia 8 and by re-
weighting event-by-event the PDFs of the hard-scattering process, which are convolved with the LO
matrix elements. Similarly to other uncertainties which a↵ect the pW

T distribution (Section 6.5.2), only
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BLUE: vary sin2"eff for fixed pdf
ORANGE: NNPDF3.0 pdf uncertainty for fixed sin2"eff

… such as precision MW, sin2"W (where small discrepancies may indicate BSM physics) 
and Higgs, are also limited by pdf uncertainties at medium x, where we know 
pdfs best!

AFB: forward-backward asymmetry
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PDFs in  - CMSsin2 θl
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LHC measurements rely on the correlation pattern in the PDFs to reduce their 
impact on the weak mixing angle
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Figure 2: Transverse-momentum distribution of / bosons predicted with DYTurbo [36] at different values of Us (</ ),
using the MSHT20 PDF set [37]. The impact of changing Us (</ ) on the PDFs is included.

2 ATLAS detector and data sample

The ATLAS experiment [46] at the LHC is a multipurpose particle detector with a forward–backward
symmetric cylindrical geometry and a near 4c coverage in solid angle.3 It consists of an inner tracking
detector surrounded by a thin superconducting solenoid providing a 2 T axial magnetic field, electromagnetic
and hadron calorimeters, and a muon spectrometer. The inner tracking detector covers the pseudorapidity
range |[ | < 2.5. It consists of silicon pixel, silicon microstrip, and transition radiation tracking detectors.
Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy measurements
with high granularity. A steel/scintillator-tile hadron calorimeter covers the central pseudorapidity range
(|[ | < 1.7). The endcap and forward regions are instrumented with LAr calorimeters for both the EM and
hadronic energy measurements up to |[ | = 4.9. The muon spectrometer surrounds the calorimeters and is
based on three large superconducting air-core toroidal magnets with eight coils each. The field integral of
the toroids ranges between 2.0 and 6.0 T m across most of the detector. The muon spectrometer includes a
system of precision chambers for tracking and fast detectors for triggering. A three-level trigger system is
used to select events. The first-level trigger is implemented in hardware and uses a subset of the detector
information to accept events at a rate of at most 75 kHz. This is followed by two software-based trigger
levels that together reduce the accepted event rate to 400 Hz on average depending on the data-taking
conditions during 2012. An extensive software suite [47] is used in data simulation, in the reconstruction
and analysis of real and simulated data, in detector operations, and in the trigger and data acquisition
systems of the experiment. The data were collected by the ATLAS detector in 2012 at a centre-of-mass

3 ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of the
detector and the I-axis along the beam pipe. The G-axis points from the IP to the centre of the LHC ring, and the H-axis
points upwards. Cylindrical coordinates (A, q) are used in the transverse plane, q being the azimuthal angle around the I-axis.
The pseudorapidity is defined in terms of the polar angle \ as [ = � ln tan(\/2). Angular distance is measured in units of
�' ⌘

p
(�[)2 + (�q)2.

4
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Figure 10: Values of sin2 q`eff measured with the AFB and A4 fits, for seven alternative PDF sets,
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open squares show the results obtained without profiling the corresponding PDF uncertainties.
For the AFB-based result, the violet error band represents the PDF uncertainty while the black
error bar represents the total uncertainty.
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Figure 11: Comparison of the sin2 q`eff values measured in this analysis with previous measure-
ments and the SM prediction.

the CT18Z set of parton densities, the result is

sin2 q`eff = 0.23157 ± 0.00010 (stat) ± 0.00015 (syst) ± 0.00009 (theo) ± 0.00027(PDF).

The total uncertainty, dominated by the PDF term, is 0.00031, accounting for correlated uncer-
tainties; it varies between 0.00024 and 0.00035, depending on the PDF set used. For the central
values of the CT18Z set, the combined statistical and experimental systematic uncertainty is
0.00014. The measured sin2 q`eff value is in good agreement with the standard model predic-
tion, 0.23155 ± 0.00004, and is the most precise among the hadron-collider measurements. The
precision is comparable to that of the two most precise measurements performed in e+e� col-
lisions at LEP and SLD, with respective uncertainties of 0.00026 and 0.00029. We have also
measured the A4 coefficient differentially, as a function of the dilepton’s mass and rapidity, a
result that can be used in combination with other LHC measurements and in improvements of
the sin2 q`eff measurement with future PDF sets.
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Measurement of the Drell-Yan forward-backward
asymmetry and of the effective leptonic weak mixing angle
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Abstract

The forward-backward asymmetry in Drell–Yan production and the effective leptonic
electroweak mixing angle are measured using a sample of proton-proton collisions atp

s = 13 TeV collected by the CMS experiment and corresponding to an integrated
luminosity of 137 fb�1. The measurement uses both dimuon and dielectron events,
and is performed as a function of the dilepton’s mass and rapidity. Using the CT18Z
set of parton distribution functions (PDF), we obtain

sin2 q`eff = 0.23157 ± 0.00010(stat)± 0.00015(syst)± 0.00009(theo)± 0.00027(PDF),

the total uncertainty being 0.00031. The measured value agrees with the standard
model prediction. The total uncertainty varies between 0.00024 and 0.00035, depend-
ing on the PDF set. This is the most precise sin2 q`eff measurement at a hadron collider,
with a precision comparable to the results obtained at LEP and SLD.
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2.2.1.1 Gluon fusion

In this section we document cross section predictions for a standard model Higgs boson produced through
gluon fusion in 27 TeV pp collisions. To derive predictions we include contributions based on pertur-
bative computations of scattering cross sections as studied in Ref. [47]. We include perturbative QCD
corrections through next-to-next-to-next-to-leading order (N3LO), electroweak (EW) and approximated
mixed QCD-electroweak corrections as well as effects of finite quark masses. The only modification
with respect to YR4 [45] is that we now include the exact N3LO heavy top effective theory cross section
of Ref. [48] instead of its previous approximation. The result of this modification is only a small change
in the central values and uncertainties. To derive theoretical uncertainties we follow the prescriptions
outlined in Ref. [47]. We use the following inputs:

ECM 27 TeV
mt(mt) 162.7 GeV
mb(mb) 4.18 GeV

mc(3 GeV) 0.986 GeV
↵S(mZ) 0.118

PDF PDF4LHC15_nnlo_100 [49]

(5)

All quark masses are treated in the MS scheme. To derive numerical predictions we use the program
iHixs [50].

Sources of uncertainty for the inclusive Higgs boson production cross section have been assessed
recently in refs. [47, 51, 52, 45]. Several sources of theoretical uncertainties were identified.
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Fig. 1: The figure shows the linear sum of the different sources of relative uncertainties as a function
of the collider energy. Each coloured band represents the size of one particular source of uncertainty as
described in the text. The component �(PDF+↵S) corresponds to the uncertainties due to our imprecise
knowledge of the strong coupling constant and of parton distribution functions combined in quadrature.

– Missing higher-order effects of QCD corrections beyond N3LO (�(scale)).
– Missing higher-order effects of electroweak and mixed QCD-electroweak corrections at and be-

yond O(↵S↵) (�(EW)).
– Effects due to finite quark masses neglected in QCD corrections beyond NLO (�(t,b,c) and �(1/mt)).
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• The LHC is a Higgs factory: PDFs play a key role here.

M. Cepeda et al., 1902.00134

• The LHC is a BSM search machine. Often need 
PDFs here.

3

PDFs as a “necessary evil”

Accurate knowledge of the PDFs crucial for direct searches for new physics 
and for indirect searches through precision measurements

ATLAS-CONF-2023-004

• High mass = high     , where PDFs are less well 
known. Key when looking for small/smooth 
deviations.
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PDF uncertainty is often the dominant source of uncertainty in LHC cross sections

Precision

[Plot from the CERN Yellow Report 2016]

Discovery

[EPJC 76 (2016) 53]

Emanuele R. Nocera (UNITO) Collinear PDFs 23 October 2023 2 / 28

Image Credit: Emanuele Nocera
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27th March 2023 Thomas Cridge     -     Precision PDFs

Motivation
● Key input to almost all calculations/measurements at colliders  Need both →

accuracy and precision. Moreover, often a dominant contribution to uncertainty.

3) Beyond Standard Model (BSM) Searches:

- Either look in high-energy tails of distributions  requires → large x PDFs.

- Or look for small deviations from SM  requires precision PDFs.→

1

Gluon, e.g. for dijet searches, at high x central values differ and 
uncertainty blows up → Lack of data constraint PDF + SMEFT combined fit – 

Ubiali et al (2104.02723)

See talk by T.M.P. 
Tait this morning!

7/39

Image Credit: Tom Cridge



Major PDF Analyses

27th March 2023 Thomas Cridge     -     Precision PDFs

Several Global PDF Fitting Groups 2

Image Credit: 
Jun Gao

● Several different PDF analysis groups – ABM, ATLASPDF, CJ, CT, HERAPDF, 
JAM, MSHT, NNPDF and others. Will not be able to cover all here!

● Different focuses, methodologies, uncertainty prescriptions  → beneficial!

Default 
now

 NNLO 
QCD + 

NLO EW
 and latest 
LHC and 
other data

10/39

 + PDF4LHC21 
combination of 

MSHT20, CT18, 
NNPDF3.1 

(2203.05506)

• Multiple PDF analyses, with different methodogies and datasets. Cannot cover these all here!

• Major releases from 3 global fitters (CT, MSHT, NNPDF) ~ 2 or more years ago. But they have been 
busy:

★Major push to approximate 
N3LO + theoretical 
uncertainties

★  QED/EW corrections 
standard

★Many dedicated studies

• These advances all build towards next generation of releases.

7

• Will focus here on MSHT.

2. Current knowledge of N3LO + Methodology

N3LO PDFs Available
World first N3LO PDF set ∆ MSHT20aN3LO3 available for ≥ 2 years.

Recently also now NNPDFaN3LO4 available for ≥ 3 months.
Similarities Di�erences

Include available N3LO info at time
of publication

Own approximations used for each
piece

Include theoretical uncertainties for
missing pieces

Di�erent methodology for theory
uncertainty.

Later ∆ will see similar impacts of aN3LO in both.

Thomas Cridge PDFs @ N3LO 7th May 2024 4 / 24



Stress Testing the MSHT Approach

8



• The ‘Post-Run I’ set from the MSTW, MMHT… 
group: MSHT20.

• Focus on including significant amount of new data, higher 
precision theory and on methodological improvements.

MSHT PDFs
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★First global aN3LO PDF analysis.
★First global QED and aN3LO PDF analysis.
★First global determination of strong coupling at aN3LO.

• Although no official NNLO release since MSHT20, 
we have been busy! Recent highlights:

J. McGowan et al., arXiv: 2207.04739 

• Will focus on third study here, but before getting there, need to lay some ground work…

9

T. Cridge, LHL, R. Thorne, arXiv: 2312.07665 

T. Cridge, LHL, R. Thorne, arXiv: 2404.02964



Understanding the Fitting Methodology

• Two fitting techniques - Neural Nets (NNPDF) or Explicit Parameterisation (CT, MSHT).

• Different approaches to PDF error definition - include explicit `tolerance’ or not to account for tensions/
inconsistencies in fit or not, and if so how to do it.
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xß, PDF errors, Q2 = 104 GeV2

MSHT20
NNPDF4.0
CT18

fi(x,Q0) :
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We emphasise that the above discussion only corresponds to quite general expectations (as opposed to
direct QCD predictions), which do not for example account for the scale dependence of the PDFs. Thus
while the high and low x form of Eq. (71) is usually adopted, in modern fits the values of the powers
themselves are more generally left free where there is su�cient data to constrain them.

The I f (x) in Eq. (71) is the interpolating function, which determines the behaviour of the PDFs away
from the x ! 0 and 1 limits, where it tends to a constant value. This is assumed to be a smoothly varying
function of x, for which a variety of choices have been made in the literature. The simplest ansatz, which
has been very widely used, is to take a basic polynomial form in x (or

p
x), such as

I f (x) = 1 + c f
p

x + d f x + ... . (72)

Forms of this type are for example taken by the CJ and HERAPDF groups as well as in the MSTW08
analysis. A similar approach, but where the polynomial enters as the exponent of a power of x or a simple
exponential function, are taken by ABM and earlier CT sets, respectively.

Such a choice is appropriate for a relatively small number of parameters, say only two or three in
addition to a f and b f . However, as the precision and amount of the data included in the fit increases, it
becomes essential to allow for an increasingly flexible parameterisation. As discussed in [420], simply
adding more parameters to (72) can quickly run into the issue that large coe�cients appear, with large
cancellations between the terms. This leads to an unstable �2 minimisation and implausibly large variations
in x in certain regions. This issue may be solved by instead expanding the interpolating function in terms of
a basis of suitably chosen functions with the generic form

I f (x) =
nX

i=1

↵ f ,iPi(y(x)) , (73)

where y(x) is some simple function of x. Two possible choices for the functions Pi are Chebyshev and
Bernstein polynomials, which are used in the MMHT14 and CT14 sets, respectively. These are taken
because each order of the polynomials is strongly peaked at di↵erent values of y, and hence x, significantly
reducing the degree of correlation between the terms. In addition, as the order is increased these tend to
probe smaller scale variations in x, so that the smoothness requirement for I(x) naturally leads to smaller
coe�cients ↵ at higher i. Thus, while formally equivalent to the simple polynomial expansion in Eq. (72),
these are much more convenient for fitting as the number of free parameters n is increased.

An alternative approach is taken by the NNPDF group. Here, the interpolating function is modelled
with a multi–layer feed forward neural network (also known as a perceptron), see Sect. 5.3 for more details.
In practice, this allows for a greatly increased number of free parameters, with the latest default fit having 37
per PDF, that is around an order of magnitude higher than other sets. The form of Eq. (71) is still assumed,
but these are pre–processing factors that speed up the minimisation procedure and which do not in principle
have to be explicitly included. Nonetheless, the study of [419] has shown that the NNPDF fit does exhibit
high and low x behaviour that is consistent with Eq. (71), providing further support for such an assumption
in the choice of input PDF parametrization.
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Figure 27: Comparison of the timings per data point between the original APPLgrid computation of hadronic cross-
sections, Eq. (68), with the same calculation based on the APFELgrid combination, Eq. (70), for a variety of LHC
datasets [62]. We find that the improvement in computational speed is between a factor 102 and a factor 103 depending
on the specific process.

4.1. PDF parametrization
We start by discussing di↵erent aspects related to the parameterization of the PDFs at the input scale

Q0, namely the choice of functional form, the theoretical constraints from the momentum and valence sum
rules and PDF positivity, and the various quark flavour assumptions used in PDF fits.

4.1.1. Choice of functional form
In order to extract the PDFs, a particular choice for their parameterisation in x at some input scale Q0

must be assumed, which can then be fit to the available data. As described in Sect. 2.4, given the PDFs at
some reference scale Q0, the DGLAP evolution equations can be used to determine the PDFs at any other
scale Q. Thus the PDFs are typically parameterised at a low scale Q2

0 ⇠ 1 � 2 GeV2, which can then be
evolved up to the scale relevant to e.g. LHC phenomenology. These parametrizations usually adopt the
generic form

x f (x,Q2
0) = A f xa f (1 � x)b f I f (x) . (71)

The (1 � x)b f term, with b f > 0, ensures that the PDFs vanish in the elastic x ! 1 limit, as we would
expect on basic physical grounds. Such a form is also expected from the quark counting rules [418] (see
also the discussion on [419]). There, in this elastic limit all the momentum is carried by the struck parton
and the remaining ns quark become spectators. An analysis of the scaling behaviour for elastic scattering
then predicts b f = 2ns � 1, that is b f = 3, 5 and 7 for the valence, sea and gluon PDFs, respectively.

The xa f form dominates at low x; in this region, the PDFs may be related to the high energy parton–
proton scattering amplitudes, which can be calculated using the tools of Regge theory. This scenario predicts
such a simple power–like form, with the precise value of the power a f being related to the leading Regge
trajectory that is exchanged; for non–singlet distributions (e.g. the valence quarks) this predicts a f ⇠ 0.5
and for singlet distributions (e.g. the gluon and the sea) this predicts a f ⇠ 0.
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in terms of the following set of basis functions for quark and antiquark PDFs:

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

∆S(x,Q
2
0) =

(

d̄− ū
)

(x,Q2
0) (7)

s+(x,Q2
0) = (s+ s̄) (x,Q2

0)

s−(x,Q2
0) = (s− s̄) (x,Q2

0) ,

and then the gluon PDF g(x,Q2
0). This basis was chosen because it directly relates physical ob-

servables to PDFs, by making the leading order expression of some physical observables in terms
of the basis functions particularly simple: for example, T3 is directly related to the difference in
proton and deuteron deep-inelastic structure functions F p

2 − F d
2 , and ∆S is simply expressed in

terms of Drell-Yan production in proton-proton and proton-deuteron collisions, for which there
is data for example from the E866 experiment.

With the widening of the experimental dataset in NNPDF3.0, there is little reason to favor
any particular PDF combination based on data, and thus we prefer to choose the basis that
diagonalizes the DGLAP evolution equations. We emphasize that the only purpose of such
choices is to speed up the minimization while leaving results unaffected: independence of our
results of this basis change will be checked explicitly in Sects. 4.5.3 and 5 below. The default
basis in the NNPDF3.0 fits is thus

Σ(x,Q2
0) =

(

u+ ū+ d+ d̄+ s+ s̄
)

(x,Q2
0)

T3(x,Q
2
0) =

(

u+ ū− d− d̄
)

(x,Q2
0)

T8(x,Q
2
0) =

(

u+ ū+ d+ d̄− 2s− 2s̄
)

(x,Q2
0) (8)

V (x,Q2
0) =

(

u− ū+ d− d̄+ s− s̄
)

(x,Q2
0)

V3(x,Q
2
0) =

(

u− ū− d+ d̄
)

(x,Q2
0)

V8(x,Q
2
0) =

(

u− ū+ d− d̄− 2s+ 2s̄
)

(x,Q2
0),

and of course the gluon. Here, as in previous NNPDF fits, we do not introduce an independent
parametrization for the charm and anticharm PDFs (intrinsic charm). However we do plan to
do it in the near future.

As in all previous NNPDF fits, each basis PDF at the reference scale is parametrized in terms
of a neural network (specifically a multi-layer feed-forward perceptron) times a preprocessing
factor:

fi(x,Q0) = Aif̂i(x,Q0); f̂i(x,Q0) = x−αi(1− x)βi NNi(x) (9)

where Ai is an overall normalization constant, and fi and f̂i denote the normalized and un-
normalized PDF respectively. The preprocessing term x−αi(1−x)βi is simply there to speed up
the minimization, without biasing the fit. We now discuss the overall normalizations Ai, while
the preprocessing will be addressed in Sect. 3.2.2 below.

Out of the seven normalization constants, Ai in Eq. (9), three can be constrained by the
valence sum rules (for up, down and strange quarks) and another by the momentum sum rule.
Which particular combinations depends of course of the choice of basis. With the default
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CT, MSHT…

NNPDF

• All lead to different results. Better understanding/comparison clearly needed.

Figure 3.4. Comparison between the reduced PDF fits from the three groups, in the same format as in Fig. 3.1.
For the three groups, PDF errors correspond to 1� intervals. In the left panels, PDFs are displayed normalised to the
central value of the MSHT20 reduced PDF set.

to identify specific datasets causing observed differences by comparing the reduced fits at the level of the
dataset-by-dataset individual �

2. To separate the effects of differences in theory predictions from other
sources, the �

2 values for each common experiment of the three fits can be compared using a fixed PDF
parametrisation, specifically by adopting the PDF4LHC15 NNLO set as the common input PDF set. Where
such differences were seen, data and theory predictions themselves were directly compared to identify the
origin of the differences.

We therefore begin by comparing the PDFs and uncertainties from three reduced fits in Fig. 3.4 using
the same format as in Fig. 3.1. In the left panels, PDFs are displayed normalised to the central value of the
MSHT20 reduced PDF set. The main message from this comparison is that there is good general agreement
between the three reduced fits, with the error bands of most flavours overlapping over the wide x range.
Starting with the gluon, we note that all three groups agree within uncertainties over the entirety of the
x range. This finding strongly suggests that differences in the high-x gluon shape between the global fits
and relative to the reduced fits are driven by the datasets included. This region is investigated further in
App. C.2, and a further independent analysis is performed in App. D by examining the �

2 pulls of individual
experiments using the L2 sensitivity. The three singlet PDFs are also in very good agreement for all x.
The strangeness is also largely consistent, albeit the NNPDF3.1 central reduced fit is notably high around
10�2 . x . 10�1, though this difference is within the overlap of the respective PDF uncertainties. The
origin of the different trends in the strangeness PDF is further scrutinised in App. C.1 and App. D. The up
antiquark PDF is in good agreement between the MSHT and CT reduced fits over all x, the NNPDF reduced
fit ū, however, is lower than both MSHT and CT in the 10�2 . x . 10�1 region, signalling a difference in
the high-x flavour decomposition.

The relative 1� PDF uncertainties of the three reduced fits, displayed in the rightmost panels of Fig. 3.4,
turn out to be similar in size in regions with good data constraints. The agreement between the PDF
uncertainties for the gluon in x

⇠
> 10�2 among the three groups is particularly remarkable. For lower x

values, the NNPDF3.1 gluon uncertainty is smaller. This has an impact on the gg PDF luminosity, as will
be discussed later. The MSHT20 reduced fit displays larger uncertainties outside of these regions, i.e. where
constraints are lacking in the reduced fit — particularly at low x. A further examination of the uncertainties
of the reduced and global fits is ongoing and will be reported in the future.

In order to further identify any differences in the reduced fits, we examine their goodness-of-fit values
for each individual dataset, as given by �

2
/Npt. Before calculating these for the PDFs from the reduced fits

themselves, it is useful to compare the agreement between theory and data with a fixed PDF4LHC15 NNLO
parametrisation as the common input, i.e., in lieu of fitting. Table 3.2 indicates the values of the �

2
/Npt for

the measurements that enter the fits to the reduced datasets and listed in Table 3.1. The results are obtained
using the codes from each of the three groups, for the common theory settings listed in Sect. 3.1. Hence
this comparison is sensitive only to differences in the implementation of the various datasets or to differences
in the theoretical calculations performed by each group. In addition to the presented �

2 values, theoretical
predictions for individual data points using the same PDF4LHC15 set were compared, which allowed us to
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antiquark PDF is in good agreement between the MSHT and CT reduced fits over all x, the NNPDF reduced
fit ū, however, is lower than both MSHT and CT in the 10�2 . x . 10�1 region, signalling a difference in
the high-x flavour decomposition.

The relative 1� PDF uncertainties of the three reduced fits, displayed in the rightmost panels of Fig. 3.4,
turn out to be similar in size in regions with good data constraints. The agreement between the PDF
uncertainties for the gluon in x
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> 10�2 among the three groups is particularly remarkable. For lower x

values, the NNPDF3.1 gluon uncertainty is smaller. This has an impact on the gg PDF luminosity, as will
be discussed later. The MSHT20 reduced fit displays larger uncertainties outside of these regions, i.e. where
constraints are lacking in the reduced fit — particularly at low x. A further examination of the uncertainties
of the reduced and global fits is ongoing and will be reported in the future.

In order to further identify any differences in the reduced fits, we examine their goodness-of-fit values
for each individual dataset, as given by �
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/Npt. Before calculating these for the PDFs from the reduced fits

themselves, it is useful to compare the agreement between theory and data with a fixed PDF4LHC15 NNLO
parametrisation as the common input, i.e., in lieu of fitting. Table 3.2 indicates the values of the �
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/Npt for

the measurements that enter the fits to the reduced datasets and listed in Table 3.1. The results are obtained
using the codes from each of the three groups, for the common theory settings listed in Sect. 3.1. Hence
this comparison is sensitive only to differences in the implementation of the various datasets or to differences
in the theoretical calculations performed by each group. In addition to the presented �

2 values, theoretical
predictions for individual data points using the same PDF4LHC15 set were compared, which allowed us to
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fits
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P
D

F
param
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the

P
D

F4LH
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input
P
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W
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P
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• Comparing uncertainties of global PDF fits, 
find increasingly different results. Not just due 
to different data, but to methodology.

•  One (very) recent attempt: 

Understanding the Fitting Methodology
• Two distinct methodologies on the market to parameterising PDFs: Neural Nets (NNPDF) or 

Explicit Parameterisation (CT, MSHT). 

✦ MSHT: 52 free parameters in terms of 
Chebyshev polynomials.

Figure 2: As in Fig. 1, but at NLO.

of the form

xf(x,Q2

0
) = A(1� x)⌘x�

 
1 +

nX

i=1

aiT
Ch

i
(y(x))

!
, (1)

where Q
2

0
= 1 GeV2 is the input scale, and T

Ch

i
(y) are Chebyshev polynomials in y, with

y = 1� 2xk, where we take k = 0.5.

In the MMHT14 study we took n = 4 in general, though used a slightly di↵erent parameteri-

sation for the gluon and used more limited parameterisations for d̄�ū and s�s̄ (‘s�’), since these

were less well constrained by data, whilst for similar reasons two of the s+ s̄ (‘s+’) Chebyshevs

and its low x power were tied to those of the light sea, S(x) = 2(ū(x)+ d̄(x))+s(x)+ s̄(x). How-

ever, with the substantial increase in the amount of LHC and other data included in MSHT20,

we can now extend the parameterisation of the PDFs significantly. We therefore take n = 6 by

default in MSHT20, allowing a fit of better than 1% precision over the vast majority of the x

range [47]. The MSHT20 set of input distributions are now1:

uV (x,Q
2

0
) = Au(1� x)⌘ux�u

 
1 +

6X

i=1

au,iTi(y(x))

!
(2)

dV (x,Q
2

0
) = Ad(1� x)⌘dx�d

 
1 +

6X

i=1

ad,iTi(y(x))

!
(3)

S(x,Q2

0
) = AS(1� x)⌘Sx�S

 
1 +

6X

i=1

aS,iTi(y(x))

!
(4)

1As is usual in PDF definitions, there is an implicit x preceding the input distributions in their definitions in
equations (2)-(8), so that they are in reality like the left-hand side of (1), this also applies to figures and other
uses throughout the rest of the paper.
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• Two important questions to address here:

s+(x,Q
2

0
) = As+(1� x)⌘s+x�S

 
1 +

6X

i=1

as+,iTi(y(x))

!
(5)

g(x,Q2

0
) = Ag(1� x)⌘gx�g

 
1 +

4X

i=1

ag,iTi(y(x))

!
+ Ag�(1� x)⌘g�x�g� (6)

s�(x,Q
2

0
) = As�(1� x)⌘s�(1� x/x0)x

�s� (7)

(d̄/ū)(x,Q2

0
) = A⇢(1� x)⌘⇢

 
1 +

6X

i=1

a⇢,iTi(y(x))

!
(8)

The departures from the general form in (1) with n = 6 come, as before, in the gluon, where

n = 4 but the additional term proportional to Ag� includes 3 additional parameters and allows

for a better fit to the small-x and Q
2 HERA data, as first shown in [48]. For s+ there are now

6 Chebyshev polynomials used and, whilst the high x power is separate from the sea, the low

x power remains set to the same value as the sea, �S. Meanwhile, there is still insu�cient data

to allow an extended parameterisation of the strangeness asymmetry, s�, so its form remains

that used in MMHT14, with x0 giving a switch between positive and negative values.

Finally, the major change in the PDF parameterisation comes in the first generation anti-

quark asymmetry. With MSHT20 we make the decision to now parameterise the ratio ⇢ = d̄/ū

rather than the di↵erence (d̄� ū) and we allow 6 Chebyshev polynomials for this ratio. There

is also no low x power for this ratio as we assume it must tend to a constant as x ! 0. This

allows for an improved central fit, whilst also giving a better description of the error bands on

the asymmetry in the very low x region, as illustrated later in Fig. 25 (left).

An analysis of the e↵ects of these changes on the global fit was performed. The main

improvements come from the extension of the d̄/ū to 6 Chebyshev polynomials, which enabled

an improvement in the global chi-squared of ���
2

tot
⇡ 20. Additionally extending the down

valence enabled the cumulative global chi-squared improvement to be ���
2

tot
⇡ 35, the gluon

extension moves this to ���
2

tot
⇡ 50, while finally the changes to the sea (S) and s+ result in

the total improvement of ���
2

tot
⇡ 75. More detail on each of the PDF distributions, and on

the improvements due to the changes in parameterisation, will be given later in Sections 5.3

and 8.1.

Overall, these changes in the input distribution represent an increase of 2 parameters for

each of the uV , dV , S, g, with an additional 4 parameters in the d̄/ū relative to the previous

asymmetry (⌘⇢ is free whilst ⌘� = ⌘S+2 in MMHT14), 4 further parameters in s+ and no change

in the s�. With the usual constraints on the integral of the valence quark distributions, the

conservation of total momentum, and the integral of the strangeness asymmetry (s�) set to 0,

we now have a total 52 parton parameters to fit, with the strong coupling ↵S(M2

Z
) also allowed

to be free when the best fit is obtained. A subset of these parameters are then formed into a

set of 32 eigenvectors (64 eigenvector directions) in the determination of the PDF uncertainty

bands, as described later in Section 5.3.

9

★ Is such a fixed parameterisation flexible enough for LHC precision physics requirements?

★Are the PDF uncertainties appropriate?

10

✦ NNPDF: neural net with (in 
principle) many more free 
parameters.
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MSHT PDF Uncertainty
• Find global minimum of       and evaluate eigenvectors of Hessian matrix at this point.

• Parameter shifts corresponding to given           criteria given in terms of these
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Figure 6: The points (•) show ∆χ2
global as a function of the distance along each eigenvector

direction, t, defined in (49), for eigenvectors numbered 11–20 corresponding to the 10 largest
eigenvalues. The dashed curve is the ideal case, ∆χ2

global = t2.
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5.3.1 Procedure to determine PDF uncertainties

If we have input parameters {a0
i
} = {a

0

1
, . . . , a

0

n
}, then we write

��
2

global
⌘ �

2

global
� �

2

min
=

nX

i,j=1

Hij(ai � a
0

i
)(aj � a

0

j
), (24)

where the Hessian matrix H has components

Hij =
1

2

@
2
�
2

global

@ai@aj

����
min

. (25)

The uncertainty on a quantity F ({ai}) is then obtained from standard linear error propagation:

�F = T

vuut
nX

i,j=1

@F

@ai
Cij

@F

@aj
, (26)

where C ⌘ H
�1 is the covariance matrix, and T =

q
��

2

global
is the “tolerance” for the required

confidence interval, usually defined to be T = 1 for 68% confidence level. We diagonalise the

covariance (or Hessian) matrix [161], and work in terms of the eigenvectors. The covariance

matrix has a set of normalised orthonormal eigenvectors vk defined by

nX

j=1

Cijvjk = �kvik, (27)

where �k is the k
th eigenvalue and vik is the i

th component of the k
th orthonormal eigenvector

(k = 1, . . . , n). The parameter displacements from the global minimum are expanded in terms

of rescaled eigenvectors eik ⌘
p
�kvik:

�ai ⌘ ai � a
0

i
=

X

k

eikzk, (28)

i.e. the zk are the coe�cients when we express a change in parameters away from their best

fit values in terms of the rescaled eigenvectors, and a change in parameters corresponding to

��
2

global
= 1 corresponds to zk = 1. This results in the simplification

�
2

global
= �

2

min
+
X

k

z
2

k
. (29)

Eigenvector PDF sets S±
k
are then produced with parameters given by

ai(S
±
k
) = a

0

i
± t eik, (30)
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where �k is the k
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th orthonormal eigenvector
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i.e. the zk are the coe�cients when we express a change in parameters away from their best
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= 1 corresponds to zk = 1. This results in the simplification
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�2
global ⇠

(Data � Theory)2

�2

•               : `textbook’ criterion for 68% C.L., would apply if:
<latexit sha1_base64="f7POnWcIRqgrTEkrVJ/U2xFafPI=">AAAB6nicdVBNSwMxEJ2tX7V+VT16CRbBU8kWWduDUPDisWK/oF1KNk3b0Gx2SbJCWfoTvHhQxKu/yJv/xmxbQUUfDDzem2FmXhALrg3GH05ubX1jcyu/XdjZ3ds/KB4etXWUKMpaNBKR6gZEM8ElaxluBOvGipEwEKwTTK8zv3PPlOaRbJpZzPyQjCUfcUqMle6aV+6gWMJlbOF5KCNuFbuW1GrVSqWG3IWFcQlWaAyK7/1hRJOQSUMF0brn4tj4KVGGU8HmhX6iWUzolIxZz1JJQqb9dHHqHJ1ZZYhGkbIlDVqo3ydSEmo9CwPbGRIz0b+9TPzL6yVmVPVTLuPEMEmXi0aJQCZC2d9oyBWjRswsIVRxeyuiE6IINTadgg3h61P0P2lXyq5X9m4vSvX6Ko48nMApnIMLl1CHG2hACyiM4QGe4NkRzqPz4rwuW3POauYYfsB5+wT7XI2g</latexit>

T = 1

★Complete statistical compatibility between multiple datasets entering fit.

★Completely faithful evaluation of experimental uncertainties within each dataset.

★Theoretical calculations that match these exactly.

11



•               : `textbook’ criterion for 68% C.L., would apply if:
<latexit sha1_base64="f7POnWcIRqgrTEkrVJ/U2xFafPI=">AAAB6nicdVBNSwMxEJ2tX7V+VT16CRbBU8kWWduDUPDisWK/oF1KNk3b0Gx2SbJCWfoTvHhQxKu/yJv/xmxbQUUfDDzem2FmXhALrg3GH05ubX1jcyu/XdjZ3ds/KB4etXWUKMpaNBKR6gZEM8ElaxluBOvGipEwEKwTTK8zv3PPlOaRbJpZzPyQjCUfcUqMle6aV+6gWMJlbOF5KCNuFbuW1GrVSqWG3IWFcQlWaAyK7/1hRJOQSUMF0brn4tj4KVGGU8HmhX6iWUzolIxZz1JJQqb9dHHqHJ1ZZYhGkbIlDVqo3ydSEmo9CwPbGRIz0b+9TPzL6yVmVPVTLuPEMEmXi0aJQCZC2d9oyBWjRswsIVRxeyuiE6IINTadgg3h61P0P2lXyq5X9m4vSvX6Ko48nMApnIMLl1CHG2hACyiM4QGe4NkRzqPz4rwuW3POauYYfsB5+wT7XI2g</latexit>

T = 1

★Complete statistical compatibility between multiple datasets entering fit.

★Completely faithful evaluation of experimental uncertainties within each dataset.

★Theoretical calculations that match these exactly.

<latexit sha1_base64="cd4y0sKL8U4JSCfaGsP+n9pYw5I=">AAACAnicdVBNSwMxEM36WevXqifxEiyCF0u61W29iV48iYKthbaUbJpqaLK7JLNCWYoX/4oXD4p49Vd489+YbSuo6IOBx3szycwLYikMEPLhTE3PzM7N5xbyi0vLK6vu2nrdRIlmvMYiGelGQA2XIuQ1ECB5I9acqkDyq6B/kvlXt1wbEYWXMIh5W9HrUPQEo2Cljrt51klbWuEuBfsKDFtGKHxA9nzScQukeFj1vQMPkyIhFa/sZ8Sr7HtlXLJKhgKa4Lzjvre6EUsUD4FJakyzRGJop1SDYJIP863E8JiyPr3mTUtDqrhpp6MThnjHKl3ci7StEPBI/T6RUmXMQAW2U1G4Mb+9TPzLaybQq7ZTEcYJ8JCNP+olEkOEszxwV2jOQA4soUwLuytmN1RTBja1vA3h61L8P6l7xZJf9C/2C0fHkzhyaAtto11UQhV0hE7ROaohhu7QA3pCz8698+i8OK/j1ilnMrOBfsB5+wQQq5aX</latexit>

Ndataset ⇠ 50� 60

• Good evidence that first two points do not always hold, 
while last point known not be true (though progress 
towards missing higher order uncertainties made).

• Equally possible that parameterisation inflexibility may require this. Does it? To see we will present results 
of ‘closure tests’…

• Given complete statistical compatibility, global PDF fit very constraining. Danger is claimed (high) precision 
will increasingly not match accuracy with            . Motivates enlarged tolerance            (more later).

<latexit sha1_base64="ZKXYPGcU+Olay4BXH08zLgLUpVM=">AAACAnicdVDLSgMxFM34rPU16krcBIvgxpIptba7ohtXUsE+oC1DJs20oUlmSDJCGYobf8WNC0Xc+hXu/BvTh6CiF5J7OOde7r0niDnTBqEPZ2FxaXllNbOWXd/Y3Np2d3YbOkoUoXUS8Ui1AqwpZ5LWDTOctmJFsQg4bQbDi4nevKVKs0jemFFMuwL3JQsZwcZSvrt/5acdJWBs9LijmYBFhNDJqf18N4fyNqNSCU6AV0aeBZVKuVCoQG8qIZQD86j57nunF5FEUGkIx1q3PRSbboqVYYTTcbaTaBpjMsR92rZQYkF1N52eMIZHlunBMFL2SQOn7PeOFAutRyKwlQKbgf6tTci/tHZiwnI3ZTJODJVkNihMODQRnPgBe0xRYvjIAkwUs7tCMsAKE2Ndy1oTvi6F/4NGIe+V8qXrYq56PrcjAw7AITgGHjgDVXAJaqAOCLgDD+AJPDv3zqPz4rzOShecec8e+BHO2yfDLJW/</latexit>

Npts ⇠ 4000� 5000

<latexit sha1_base64="f7POnWcIRqgrTEkrVJ/U2xFafPI=">AAAB6nicdVBNSwMxEJ2tX7V+VT16CRbBU8kWWduDUPDisWK/oF1KNk3b0Gx2SbJCWfoTvHhQxKu/yJv/xmxbQUUfDDzem2FmXhALrg3GH05ubX1jcyu/XdjZ3ds/KB4etXWUKMpaNBKR6gZEM8ElaxluBOvGipEwEKwTTK8zv3PPlOaRbJpZzPyQjCUfcUqMle6aV+6gWMJlbOF5KCNuFbuW1GrVSqWG3IWFcQlWaAyK7/1hRJOQSUMF0brn4tj4KVGGU8HmhX6iWUzolIxZz1JJQqb9dHHqHJ1ZZYhGkbIlDVqo3ydSEmo9CwPbGRIz0b+9TPzL6yVmVPVTLuPEMEmXi0aJQCZC2d9oyBWjRswsIVRxeyuiE6IINTadgg3h61P0P2lXyq5X9m4vSvX6Ko48nMApnIMLl1CHG2hACyiM4QGe4NkRzqPz4rwuW3POauYYfsB5+wT7XI2g</latexit>

T = 1
<latexit sha1_base64="l9kYSIkQ3Yt4MzJChyDzlBTIb9Q=">AAAB7HicdVBNS8NAEJ3Ur1q/qh69LBbBU0mKxPYiRS8eKzRtoQ1ls920SzebsLsRSuhv8OJBEa/+IG/+GzdtBRV9MPB4b4aZeUHCmdK2/WEV1tY3NreK26Wd3b39g/LhUUfFqSTUIzGPZS/AinImqKeZ5rSXSIqjgNNuML3J/e49lYrFoq1nCfUjPBYsZARrI3ltdIWcYbliV20D10U5ceq2Y0ijUa/VGshZWLZdgRVaw/L7YBSTNKJCE46V6jt2ov0MS80Ip/PSIFU0wWSKx7RvqMARVX62OHaOzowyQmEsTQmNFur3iQxHSs2iwHRGWE/Uby8X//L6qQ7rfsZEkmoqyHJRmHKkY5R/jkZMUqL5zBBMJDO3IjLBEhNt8imZEL4+Rf+TTq3quFX37qLSvF7FUYQTOIVzcOASmnALLfCAAIMHeIJnS1iP1ov1umwtWKuZY/gB6+0TqcKN9w==</latexit>

T > 1

12

G. Watt and R. Thorne, arXiv:1205.4024
J. Pumplin, arXiv:0909.0268

M. Yan et al., arXiv.2406.01664

K. Kovarich et al., arXiv.1905.06957
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FIG. 9 Probability distributions in the e↵ective Gaussian variable SE for �2 values of the fitted data sets from the NNLO fits
CT14HERA2, MMHT’2014, NNPDF3.0, and NNPDF3.1.
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Global Closure Test
• Global Closure Test: generate pseudodata corresponding to global dataset with a particular input PDF set 

and perform usual MSHT fit to this. Then determine how faithfully underlying input is reproduced.

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.

10

NNPDF, arXiv:2109.02653

• To do this we will make use of publicly available NNPDF fitting code.
https://docs.nnpdf.science/

PDFs at input 
scale Q0

<latexit sha1_base64="Ym2/5j5Zve8m0eilrMX6fZGUePo=">AAAB6nicbVDLSsNAFL2pr1pfUZduBovgqiRWfOwKbly2aB/QhjKZTtqhk0mYmQgl9BPcuFDErV/kzr9xkgZR64ELh3Pu5d57/JgzpR3n0yqtrK6tb5Q3K1vbO7t79v5BR0WJJLRNIh7Jno8V5UzQtmaa014sKQ59Trv+9Cbzuw9UKhaJez2LqRfisWABI1gb6a41dIZ21ak5OdAycQtShQLNof0xGEUkCanQhGOl+q4Tay/FUjPC6bwySBSNMZniMe0bKnBIlZfmp87RiVFGKIikKaFRrv6cSHGo1Cz0TWeI9UT99TLxP6+f6ODKS5mIE00FWSwKEo50hLK/0YhJSjSfGYKJZOZWRCZYYqJNOpU8hOsMF98vL5POWc2t1+qt82qjUcRRhiM4hlNw4RIacAtNaAOBMTzCM7xY3HqyXq23RWvJKmYO4Res9y/m4Y2t</latexit>

Theory 
predictions

Pseudodata

<latexit sha1_base64="VpScj38oj1dcIpDZubrvPa1Ey/I=">AAAB7XicbVBNTwIxEJ3FL8Qv1KOXRmLiiewSgx6JXjxi4gIJrKRbulDptpu2a0I2/AcvHjTGq//Hm//GAntQ8CWTvLw3k5l5YcKZNq777RTW1jc2t4rbpZ3dvf2D8uFRS8tUEeoTyaXqhFhTzgT1DTOcdhJFcRxy2g7HNzO//USVZlLcm0lCgxgPBYsYwcZKrR4ZsYdav1xxq+4caJV4OalAjma//NUbSJLGVBjCsdZdz01MkGFlGOF0WuqlmiaYjPGQdi0VOKY6yObXTtGZVQYoksqWMGiu/p7IcKz1JA5tZ4zNSC97M/E/r5ua6CrImEhSQwVZLIpSjoxEs9fRgClKDJ9Ygoli9lZERlhhYmxAJRuCt/zyKmnVql69Wr+7qDSu8ziKcAKncA4eXEIDbqEJPhB4hGd4hTdHOi/Ou/OxaC04+cwx/IHz+QMq747h</latexit>

�2

NNPDF4.0

NNPDF4.0

• This allows us to evaluate corresponding fit quality with a (MSHT) fixed parameterisation, but to 
NNPDF data/theory - only difference is input parameterisation.

• Will use for closure tests (though not essential) - but setting things up in this way will allow direct 
comparison at level of full fit (not focus of current talk, but stay tuned!).
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• For direct comparison will consider perturbative charm - NNPDF4.0pch set as input.

• Then generate unshifted pseudodata for 4.0 global dataset (                     ). In principle 
exact agreement possible, with              .

• Then perform fit with default MSHT parameterisation. What do we find?

Always NNLO

Figure 2.1. The kinematic coverage of the NNPDF4.0 dataset in the (x, Q
2) plane.

10NNPDF, arXiv:2109.02653

<latexit sha1_base64="t/JErmQJm+BROiHiWM1KK3aLQ6U=">AAAB+XicbVBNS8NAEJ3Ur1q/oh69LBbBU0lKab0IRS+epIK1hTaEzXbTLt1Nwu6mUEL/iRcPinj1n3jz37htc9DWBwOP92aYmRcknCntON9WYWNza3unuFva2z84PLKPT55UnEpC2yTmsewGWFHOItrWTHPaTSTFIuC0E4xv535nQqVicfSopwn1BB5GLGQEayP5tn3vZ30pUKLV7LpWrzZ8u+xUnAXQOnFzUoYcLd/+6g9ikgoaacKxUj3XSbSXYakZ4XRW6qeKJpiM8ZD2DI2woMrLFpfP0IVRBiiMpalIo4X6eyLDQqmpCEynwHqkVr25+J/XS3V45WUsSlJNI7JcFKYc6RjNY0ADJinRfGoIJpKZWxEZYYmJNmGVTAju6svr5KlaceuV+kOt3LzJ4yjCGZzDJbjQgCbcQQvaQGACz/AKb1ZmvVjv1seytWDlM6fwB9bnDzNGkr0=</latexit>

Npts = 4627
<latexit sha1_base64="XjcElEiRWyw5sqrPDrjjVfGoxKs=">AAAB73icbVDLSgNBEOz1GeMr6tHLYBA8hd0g0YsQ9OIxgnlAsobZSW8yZHZ2nZkVQshPePGgiFd/x5t/4yTZgyYWNBRV3XR3BYng2rjut7Oyura+sZnbym/v7O7tFw4OGzpOFcM6i0WsWgHVKLjEuuFGYCtRSKNAYDMY3kz95hMqzWN5b0YJ+hHtSx5yRo2VWh024A/lK7dbKLoldwayTLyMFCFDrVv46vRilkYoDRNU67bnJsYfU2U4EzjJd1KNCWVD2se2pZJGqP3x7N4JObVKj4SxsiUNmam/J8Y00noUBbYzomagF72p+J/XTk146Y+5TFKDks0XhakgJibT50mPK2RGjCyhTHF7K2EDqigzNqK8DcFbfHmZNMolr1Kq3J0Xq9dZHDk4hhM4Aw8uoAq3UIM6MBDwDK/w5jw6L8678zFvXXGymSP4A+fzBx6Nj2I=</latexit>

�2 = 0

Fit quality:

<latexit sha1_base64="4CeJ3PnBc+oQG9FqQuSo8kBqFSs=">AAAB7XicdVDLSgMxFM3UV62vqks3wSK4KplBxnZXdOOygn1AO5ZMmmljM8mQZIQy9B/cuFDErf/jzr8x01ZQ0QMXDufcy733hAln2iD04RRWVtfWN4qbpa3tnd298v5BW8tUEdoikkvVDbGmnAnaMsxw2k0UxXHIaSecXOZ+554qzaS4MdOEBjEeCRYxgo2V2n0yZrfeoFxBVWTh+zAnbg25ltTrNc+rQ3duIVQBSzQH5ff+UJI0psIQjrXuuSgxQYaVYYTTWamfappgMsEj2rNU4JjqIJtfO4MnVhnCSCpbwsC5+n0iw7HW0zi0nTE2Y/3by8W/vF5qolqQMZGkhgqyWBSlHBoJ89fhkClKDJ9agoli9lZIxlhhYmxAJRvC16fwf9L2qq5f9a/PKo2LZRxFcASOwSlwwTlogCvQBC1AwB14AE/g2ZHOo/PivC5aC85y5hD8gPP2CYI0jx4=</latexit>

�2
<latexit sha1_base64="qSRs1zRCDXd5+8wZqVg4hMbE3w0=">AAAB+3icdVDLSsNAFJ34rPUV69LNYBFc1aRIbHdFN66kgn1AE8NkOmmHTiZhZiKWkF9x40IRt/6IO//GSVtBRQ9cOJxzL/feEySMSmVZH8bS8srq2nppo7y5tb2za+5VujJOBSYdHLNY9AMkCaOcdBRVjPQTQVAUMNILJheF37sjQtKY36hpQrwIjTgNKUZKS75ZcfGY3tZPrvzMFRFMlMx9s2rVLA3HgQWxG5atSbPZqNeb0J5ZllUFC7R9890dxjiNCFeYISkHtpUoL0NCUcxIXnZTSRKEJ2hEBppyFBHpZbPbc3iklSEMY6GLKzhTv09kKJJyGgW6M0JqLH97hfiXN0hV2PAyypNUEY7ni8KUQRXDIgg4pIJgxaaaICyovhXiMRIIKx1XWYfw9Sn8n3TrNdupOden1db5Io4SOACH4BjY4Ay0wCVogw7A4B48gCfwbOTGo/FivM5bl4zFzD74AePtE8HNlE0=</latexit>

�2/Npts
<latexit sha1_base64="i7qnNarNfJVmQ4kPWcSN4bXNGS4=">AAAB6nicdVDLSgNBEOyNrxhfUY9eBoPgaZkNYU1uQS8eI5oHJEuYncwmQ2YfzMwKYcknePGgiFe/yJt/42wSQUULGoqqbrq7/ERwpTH+sApr6xubW8Xt0s7u3v5B+fCoo+JUUtamsYhlzyeKCR6xtuZasF4iGQl9wbr+9Cr3u/dMKh5Hd3qWMC8k44gHnBJtpNuqXRuWK9jGBq6LcuLUsWNIo1GvVhvIWVgYV2CF1rD8PhjFNA1ZpKkgSvUdnGgvI1JzKti8NEgVSwidkjHrGxqRkCkvW5w6R2dGGaEglqYijRbq94mMhErNQt90hkRP1G8vF//y+qkO6l7GoyTVLKLLRUEqkI5R/jcaccmoFjNDCJXc3IrohEhCtUmnZEL4+hT9TzpV23Ft96ZWaV6u4ijCCZzCOThwAU24hha0gcIYHuAJni1hPVov1uuytWCtZo7hB6y3T7XrjXQ=</latexit>

2.4

• Remarkably good! In fact lower than reported result of NNPDF L0 closure test.

L. Del Debbio, T. Giani and 
M. Wilson, arXiv:2111.05787

<latexit sha1_base64="qSRs1zRCDXd5+8wZqVg4hMbE3w0=">AAAB+3icdVDLSsNAFJ34rPUV69LNYBFc1aRIbHdFN66kgn1AE8NkOmmHTiZhZiKWkF9x40IRt/6IO//GSVtBRQ9cOJxzL/feEySMSmVZH8bS8srq2nppo7y5tb2za+5VujJOBSYdHLNY9AMkCaOcdBRVjPQTQVAUMNILJheF37sjQtKY36hpQrwIjTgNKUZKS75ZcfGY3tZPrvzMFRFMlMx9s2rVLA3HgQWxG5atSbPZqNeb0J5ZllUFC7R9890dxjiNCFeYISkHtpUoL0NCUcxIXnZTSRKEJ2hEBppyFBHpZbPbc3iklSEMY6GLKzhTv09kKJJyGgW6M0JqLH97hfiXN0hV2PAyypNUEY7ni8KUQRXDIgg4pIJgxaaaICyovhXiMRIIKx1XWYfw9Sn8n3TrNdupOden1db5Io4SOACH4BjY4Ay0wCVogw7A4B48gCfwbOTGo/FivM5bl4zFzD74AePtE8HNlE0=</latexit>

�2/Npts

3.1 meth. 4.0 meth.

<latexit sha1_base64="Q4pfifA1bjiRZmR27L9Bp3//a8c=">AAAB7XicdZDLSgMxFIYz9VbrrerSTbAIrkqm6Njuim5cVrAXaIeSSTNtbCYZkoxQhr6DGxeKuPV93Pk2ZqYVVPRA4OP/zyHn/EHMmTYIfTiFldW19Y3iZmlre2d3r7x/0NEyUYS2ieRS9QKsKWeCtg0znPZiRXEUcNoNpleZ372nSjMpbs0spn6Ex4KFjGBjpQ6qIoTOh+VKDsjzYAZuHbkWGo16rdaAbm4hVAHLag3L74ORJElEhSEca913UWz8FCvDCKfz0iDRNMZkise0b1HgiGo/zbedwxOrjGAolX3CwFz9PpHiSOtZFNjOCJuJ/u1l4l9ePzFh3U+ZiBNDBVl8FCYcGgmz0+GIKUoMn1nARDG7KyQTrDAxNqCSDeHrUvg/dGpV16t6N2eV5uUyjiI4AsfgFLjgAjTBNWiBNiDgDjyAJ/DsSOfReXFeF60FZzlzCH6U8/YJ/6qOIQ==</latexit>

0.0005

<latexit sha1_base64="dkxm6AgQFhfUXu8erJKC6f7Bo3o=">AAAB7HicdVBNSwMxEJ2tX7V+VT16CRbBU8kuUttb0YvHCvYD2qVk02wbms0uSVYoS3+DFw+KePUHefPfmG0rqOjAMI/3ZpiZFySCa4Pxh1NYW9/Y3Cpul3Z29/YPyodHHR2nirI2jUWsegHRTHDJ2oYbwXqJYiQKBOsG0+tc794zpXks78wsYX5ExpKHnBJjqTauYuwNy5W8YlyroRy4dexa0GjUPa+B3IWEcQVW0RqW3wejmKYRk4YKonXfxYnxM6IMp4LNS4NUs4TQKRmzvoWSREz72eLYOTqzzAiFsbIpDVqw3ycyEmk9iwLbGREz0b+1nPxL66cmrPsZl0lqmKTLRWEqkIlR/jkaccWoETMLCFXc3orohChCjfWnZE34+hT9Dzpe1a1Va7cXlebVyo4inMApnIMLl9CEG2hBGyhweIAneHak8+i8OK/L1oKzmjmGH+G8fQKMhI3k</latexit>

0.002
<latexit sha1_base64="Jf2/8XkEzod6SZlYNSyRrgpkMjQ=">AAAB7HicdVBNS8NAEJ3Ur1q/qh69LBbBU0mCxPZW9OKxgmkLbSib7aZdutmE3Y1QQn+DFw+KePUHefPfuGkrqOiDZR/vzTAzL0w5U9q2P6zS2vrG5lZ5u7Kzu7d/UD086qgkk4T6JOGJ7IVYUc4E9TXTnPZSSXEcctoNp9eF372nUrFE3OlZSoMYjwWLGMHaSL5dtx13WK2Z38DzUEGchu0Y0mw2XLeJnIVl2zVYoT2svg9GCcliKjThWKm+Y6c6yLHUjHA6rwwyRVNMpnhM+4YKHFMV5Itl5+jMKCMUJdI8odFC/d6R41ipWRyayhjrifrtFeJfXj/TUSPImUgzTQVZDooyjnSCisvRiElKNJ8ZgolkZldEJlhiok0+FRPC16Xof9Jx645X924vaq2rVRxlOIFTOAcHLqEFN9AGHwgweIAneLaE9Wi9WK/L0pK16jmGH7DePgGOCY3l</latexit>

0.012

• Caveat: only one input set, may well be different (not quite as good) for others. Trend should be similar.

• But apparently no issue with parameterisation inflexibility in this case. But what about PDFs?
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• First look: encouraging results! In more detail…
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Figure 2: The input (Q2 = 1GeV2) gluon and quark singlet PDFs that result from a L0 closure test fit to the
NNPDF4.0 dataset, using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10)
fixed tolerance are shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line.

Clearly the fit results match the input set In the case of Fig. 2 rather well, with some
deviation observed at very low x, but always safely within the T 2 = 1 uncertainty band, and
well within the T 2 = 10 case. The PDFs in this region are however not directly constrained by
data, and it is only at higher x and/or scale, and by plotting PDF ratios that a more precise
and representative comparison can be made.

These are shown in Fig. 3, at Q2 = 104 GeV2 and with both the textbook T 2 = 1 and an
enlarged T 2 = 10 tolerance again shown. The agreement between the input and fit result is
in general very good in the data region. At low to intermediate x the deviation is in general
at the per mille level, being largest (a few per mille) for the quark flavour decomposition, e.g.
in the case of the strangeness. The deviation is generally at the ⇠ 10% level of the overall
T 2 = 1 uncertainty, but can approach ⇠ 50% in some x regions, but generally at rather higher
x, i.e. towards the extrapolation region, which we will discuss further below. For the s � s the
deviation is somewhat larger, but again most notably at rather low x where current constraints
are limited; some increased flexibility may be preferable for future fits, when these increase.

We also consider the valence uV and dV distributions in Fig. 3. In the x ⇠ 0.01 � 0.3
region where the valence distributions are largest, we can see that the level of deviation is
very small. However, at low x and for the dV at high x this is no longer the case. It has
been shown in [3] that the valence quarks in similar regions are a↵ected quite significantly
by the extension of the MMHT14 [9] parameterisation, such that 6 rather than 4 Chebyshev
polynomials are used, and the d/u combination, rather than d � u, is parameterised. More
precisely, the deviations here occur at rather lower x than the changes observed in [3] due to
the extended parameterisation. These are therefore occurring in a region of x where direct
constraints on (and indeed the phenomenological impact of) the PDFs are rather limited, but
clearly in these regions parameterisation inflexibility is playing an increasing role, as we would
expect.

Considering the T 2 = 10 uncertainties, also shown, these are as expected larger (by ⇠ 2� 5)
than the T 2 = 1 case. The absolute di↵erence between the T 2 = 1 and T 2 = 10 uncertainty
bands is almost universally significantly larger than any deviation between the output PDFs and
the input set, while the ratio of the deviation to the T 2 = 10 uncertainty is almost universally
at the ⇠ 10% level or lower. This therefore provides good evidence that in the significant
majority of cases the size of the T 2 = 10 PDF uncertainties is not expected to be driven by
any parameterisation inflexibility in the MSHT20 fit. The exceptions are again the s�, where
we can see that the enlarged tolerance uncertainty now encompasses the deviation between the
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• Ratio of (NNPDF4.0pch) input to fit result, including PDF uncertainties with                          that 
come from the closure test fit. Latter is ~ result of dynamic tolerance used in MSHT20 (checked here).
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T 2 = 1 and 10

★Deviation in general (in data region) per mille level and well within the              uncertainties.
★  More precisely, deviation is ~ 10% or less of               uncertainty, and a factor of                  

lower as a fraction of the                 uncertainty. 
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T 2 = 10

Similar results for 
other quarks - see 
backup
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In data region input PDF matched very well, and much better than               uncertainties. No evidence 
that the increased tolerance is driven by parameterisation inflexibility for MSHT.

<latexit sha1_base64="kz2YSpQAEUpEVeWQJWi16XxqFsg=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69BIvgqSQi1ZMUvHisYD+gDWWz3bRLN7thd6KU0J/hxYMiXv013vw3btsctPXBwOO9GWbmhYngBj3v2ymsrW9sbhW3Szu7e/sH5cOjllGppqxJlVC6ExLDBJesiRwF6ySakTgUrB2Ob2d++5Fpw5V8wEnCgpgMJY84JWilbk/z4QiJ1uqpX654VW8Od5X4OalAjka//NUbKJrGTCIVxJiu7yUYZEQjp4JNS73UsITQMRmyrqWSxMwE2fzkqXtmlYEbKW1LojtXf09kJDZmEoe2MyY4MsveTPzP66YYXQcZl0mKTNLFoigVLip39r874JpRFBNLCNXc3urSEdGEok2pZEPwl19eJa2Lql+r1u4vK/WbPI4inMApnIMPV1CHO2hAEygoeIZXeHPQeXHenY9Fa8HJZ47hD5zPH8UZkZQ=</latexit>! <latexit sha1_base64="xRMgIMRya458ElzNwW4gfD7m/rg=">AAAB7HicbVBNSwMxEJ31s9avqkcvwSJ4KrtFqheh6MVjhW5baNeSTbNtaDZZkqxQlv4GLx4U8eoP8ua/MW33oK0PBh7vzTAzL0w408Z1v5219Y3Nre3CTnF3b//gsHR03NIyVYT6RHKpOiHWlDNBfcMMp51EURyHnLbD8d3Mbz9RpZkUTTNJaBDjoWARI9hYyW8+Vm+8fqnsVtw50CrxclKGHI1+6as3kCSNqTCEY627npuYIMPKMMLptNhLNU0wGeMh7VoqcEx1kM2PnaJzqwxQJJUtYdBc/T2R4VjrSRzazhibkV72ZuJ/Xjc10XWQMZGkhgqyWBSlHBmJZp+jAVOUGD6xBBPF7K2IjLDCxNh8ijYEb/nlVdKqVrxapfZwWa7f5nEU4BTO4AI8uII63EMDfCDA4Ble4c0Rzovz7nwsWtecfOYE/sD5/AHK+I4J</latexit>

T 2 = 1

10�5 10�4 10�3 10�2 10�1

x

0.96

0.98

1.00

1.02

1.04

xg, PDF ratio, Q2 = 104 GeV2

MSHT (T 2
= 1)

MSHT (T 2
= 10)

Input

10�5 10�4 10�3 10�2 10�1

x

0.90

0.95

1.00

1.05

1.10
x(s + s̄), PDF ratio, Q2 = 104 GeV2

MSHT (T 2
= 1)

MSHT (T 2
= 10)

Input

10�5 10�4 10�3 10�2 10�1

x

0.90

0.95

1.00

1.05

1.10
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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• In less well constrained regions deviation larger, e.g for              at low and high    and the        at high    .  

• Hence in extrapolation region input not always consistent within uncertainties

• As ~ outside data region not inconsistent (errors driven by data), but indicates more conservative error 
definition in these regions may be desirable (as tends to happen in NN approach). 

• Though arguably no ‘right’ answer in true extrapolation region (too conservative vs. over-conservative).
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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Global Fluctuated Closure Test
• Exactly the same closure test settings, but fluctuate pseudodata according to experimental uncertainties. Fit 

quality                                     expected (and found).

• Test faithfulness of MSHT parameterisation by producing MC replica set - perform 100 replica fits.

• Error propagation used by NNPDF. Shown to be equivalent to Hessian             w. fixed parameterisation.
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Figure 5: A selection of PDFs at Q2 = 104 GeV2 that result from a closure test fit to the NNPDF4.0 dataset, using
the MSHT20 parameterisation. The Hessian PDF uncertainties calculated with a T 2 = 1 fixed tolerance are shown
in purple (and are as in Fig. 3), while the result of MC replica generation are shown in green. The NNPDF4.0 (p.
charm) input is given by the dashed red line. Results are shown as a ratio to the L0 Hessian (T 2 = 1) fit.

12

10�5 10�4 10�3 10�2 10�1

x

0.96

0.98

1.00

1.02

1.04

xg, PDF ratio, Q2 = 104 GeV2

MSHT (T 2
= 1)

MSHT replica
Input

10�5 10�4 10�3 10�2 10�1

x

0.90

0.95

1.00

1.05

1.10
x(s + s̄), PDF ratio, Q2 = 104 GeV2

MSHT (T 2
= 1)

MSHT replica
Input

10�5 10�4 10�3 10�2 10�1

x

0.90

0.95

1.00

1.05

1.10
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Figure 5: A selection of PDFs at Q2 = 104 GeV2 that result from a closure test fit to the NNPDF4.0 dataset, using
the MSHT20 parameterisation. The Hessian PDF uncertainties calculated with a T 2 = 1 fixed tolerance are shown
in purple (and are as in Fig. 3), while the result of MC replica generation are shown in green. The NNPDF4.0 (p.
charm) input is given by the dashed red line. Results are shown as a ratio to the L0 Hessian (T 2 = 1) fit.
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• Encouraging agreement between MC replica and Hessian uncertainties. Would not expect if issues with 
parameterisation inflexibility. PDF uncertainties more representative at high    .
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Figure 25: As in Fig. 3 but also showing the ratio of the NNPDF4.0 (perturbative charm) input to the fit result
with the number of Chebyshev polynomials fixed to 2 and 4 (i.e. reduced by 4 and 2, respectively, for each PDF in
comparison to the default).
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Figure 25: As in Fig. 3 but also showing the ratio of the NNPDF4.0 (perturbative charm) input to the fit result
with the number of Chebyshev polynomials fixed to 2 and 4 (i.e. reduced by 4 and 2, respectively, for each PDF in
comparison to the default).
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• Note this level of agreement is not automatic! Need flexible enough parameterisation: restricting number of 
free parameters gives much poorer agreement.
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• Is also not coincidental: parameterisation chosen in order to provide 1% precision.
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Tolerance (Again)
• Can also use closure test to motivate need for tolerance. Generate:

★  Fixed-Target DY + DIS data with HERAPDF2.0 input.

★  Hadron Collider data with NNPDF4.0 (pch) input.

• Inputs are indeed in tension for various PDFs - simply model of incompatibility in fit. What do we find?
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Figure 11: As in Fig. 8 but for the charge weighted quark singlet.

input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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Figure 11: As in Fig. 8 but for the charge weighted quark singlet.

input set to the NNPDF4.0 input, to serve as an indication of any expected tension between the
results in the upper right figure. In all cases the PDF uncertainties correspond to the T 2 = 1
criterion, with the exception of the global fit in the top right plots, where the result of a dynamic
tolerance procedure is also shown5.

Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
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Here the prime on the HERAPDF2.0’ indicates that this is the result of taking the input
set at Q0 = 1 GeV and evolving to Q2 = 104 GeV2 using the NNPDF public code, as strictly
speaking this is what is e↵ectively used in the generation of the pseudodata. This di↵ers a small
amount from the default HERAPDF2.0 set due to e.g. di↵ering quark masses in the evolution
and so on. We also emphasise again that the global fit shown in the top right figure is to the
pseudodata formed of the combination of the two (inconsistent) subsets that are produced with
di↵ering PDF inputs.

Starting with the fit quality, we find that the result of the fit to the global, inconsistent
dataset is �2/Np ⇠ 1.036, which is less than 2� above 1, i.e. while showing some mild deviation
from ideal behaviour is clearly not so far from it to be considered a bad fit, not least in the
context of global PDF fits where the fit quality is in general significantly worse. For the fit to
the consistent pseudodata, generated with the NNPDF4.0 (perturbative charm) input set, we
find �2/Np ⇠ 0.995, which is clearly in very good agreement with the expectation value of unity.

5For the dynamic tolerance uncertainties shown here, and elsewhere in this paper, to be precise we treat all
ATLAS and CMS datasets that are from the same measurement as the same dataset, while also combining all
HERA inclusive DIS and HERA heavy flavour measurements into two combined datasets, consistent with the
treatment in the MSHT approach. We also exclude all datasets with fewer than 5 points from the error evaluation;
while in general this has very little e↵ect, it can be the case that a dataset with e.g. 1 datapoint (of which there
are a handful in the default NNPDF4.0 dataset) can have an unrealistically large e↵ect on the PDF uncertainty,
due to the fact that the dynamic tolerance procedure is more applicable to datasets with a su�cient number of
points.
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• This effect is completely expected. Can show in simple toy model: PDF uncertainties driven by the quoted 
experimental (theoretical) uncertainties whether underlying fit is self—consistent or not.

• Naive application of             criterion in such a scenario will lead to overly aggressive errors.

Backup
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Tolerance (and Again)
• Final indication here. Perform fit to real NNPDF4.0 data + theory but with MSHT20 parameterisation. 

• Compare to public MSHT20 fit: only difference due to differing data + theory.

Stay tuned for more!
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One source of difference: Deuteron 
Corrections



Tolerance (and Again)
• Final indication here. Perform fit to real NNPDF4.0 data + theory but with MSHT20 parameterisation. 

• Compare to public MSHT20 fit: only difference due to differing data + theory.

Stay tuned for more!
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• Results arguably speak for themselves!
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One source of difference: LHC data 
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• Aside: MSHT parameterisation also performs very well vs. NN one. NNPDF uncertainties broadly                .

See LHL, DIS2024
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MSHT at Approximate N3LO: 
MSHT20aN3LO
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Motivation

scale variation at NNLO underestimated the true size of the N3LO corrections. We note,

however, that the size of the bands at NNLO was particularly small for the NCDY process,

often at the sub-percent level depending on the invariant masses considered.

In figure 7 we show the dependence of the cross section for Q = 100 GeV on one of the

two perturbative scales with the other held fixed at some value in the interval [Q/2, 2Q].

We observe a very good reduction of the scale dependence as we increase the perturbative

order, with only a very mild scale dependence at N3LO. Just like for the photon-only and

W cases, the bands from NNLO and N3LO do not overlap. 1

Figure 5: The K-factors ⌃N
k
LO

/⌃N
3
LO as a function of invariant masses 10 GeV Q 150

GeV for k  3. The bands are obtained by varying the perturbative scales by a factor of

two around the central µcent. = Q.
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Figure 6: The K-factors ⌃N
k
LO

/⌃N
3
LO as a function of invariant masses Q 1.800 GeV

for k  3. The bands are obtained by varying the perturbative scales by a factor of two

around the central µcent. = Q.

1The leading order cross section does not depend on the strong coupling constant and consequently does

also not change with variation of the renormalisation scale. As a result the right panel of fig. 7 does not

show any band for the leading order cross section.
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★State of the art is NNLO for PDF fits but a lot known at N3LO about 
DGLAP evolution and DIS (light + heavy flavours). Why not use this?

★For hadron colliders less is known but already quite a bit

• Uncertainty due to lack of N3LO PDFs a key 
factor        need to - and can - go to N3LO!

11/25

THE PRECISION VERSUS ACCURACY CHALLENGE: THE THEORY SIDE
� = ↵p

s�0 + ↵p+1
s �1 + ↵p+2

s �2 +O(↵p+3
s )
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‣ Standard global PDF fits based on fixed-order NNLO QCD calculations. PDF uncertainty reflects experimental uncertainty. 
‣ N3LO is now the precision frontier for partonic cross sections (N3LO splitting functions partially known) 
‣ Mismatch between perturbative order of partonic cross section and PDFs becoming significant source of uncertainty 
‣ First aN3LO PDFs available: MSHT20aN3LO [arXiv:2207.04739] and NNPDF40aN3LO [on the arXiv tomorrow] 

Courtesy of A. Huss and G, Magni 
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1

2

�����
�
(2)

NNLO�PDFs
� �

(2)

NLO�PDFs

�
(2)

NNLO�PDFs

�����

<latexit sha1_base64="g1j1PbEca1+wTxDNA2EgLkhkVH0=">AAACbHicfVFbS8MwGE3rfd7m5UERITiU7WGjHYq+CKIiPohO2KawzpFmaQ0mbUlSYdQ++Q998yf44m8w2yroJh4IHM75Dl9y4kaMSmVZ74Y5MTk1PTM7l5tfWFxazq+sNmUYC0waOGShuHeRJIwGpKGoYuQ+EgRxl5E79+ms7989EyFpGNRVLyJtjvyAehQjpaVO/tXpEqZQsXZ+Ua5flo4dTyCc2GlSTZ1T6vsvQ8GR1OfoISlWS2kncQSH19dXN2Wdkmn5D/PbS/9NZis6+YJVsQaA48TOSAFkqHXyb043xDEngcIMSdmyrUi1EyQUxYykOSeWJEL4CfmkpWmAOJHtZFBWCne10oVeKPQJFByoPxMJ4lL2uKsnOVKPctTri395rVh5R+2EBlGsSICHi7yYQRXCfvOwSwXBivU0QVhQfVeIH5FuV+n/yekS7NEnj5NmtWLvVw5u9wsnp1kds2AL7IAisMEhOAGXoAYaAIMPY9nYMDaNT3Pd3DK3h6OmkWXWwC+Ye1+sc7ke</latexit>

With aN3LO availability can see that 
this is  over-conservative measure of 
mismatch between NNLO PDFs and 
N3LO partonic cross sections 

Gluon-gluon fusion into Higgs

25
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Drell Yan

Higgs

C. Duhr and B. Mistleberger, arXiv:2111.10379
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Figure 5: The dependence of the cross-section on the renormalization scale for a fixed value of the
factorization scale.

To summarize, we have investigated the convergence of the threshold expansion at

N3LO using two di↵erent methods. Both methods confirm our expectation that the thresh-

old expansion provides a very good approximation to the exact result. The result of our

analysis can be quantified by assigning a (conservative) uncertainty estimate to the trun-

cation of the threshold expansion. We assign an uncertainty due to the truncation of the

threshold expansion which is as large as3.

�(trunc) = 10⇥
�(3)

EFT (37)� �(3)

EFT (27)

�N
3
LO

EFT

= 0.37% . (3.10)

The factor 10 is a conservative estimator of the progression of the series beyond the first 37

terms. Note that the complete N3LO cross-section appears in the denominator of eq. (3.10),

i.e., the uncertainty applies to the complete N3LO result, not just the coe�cient of a5s.

3.3 Scale variation at N
3
LO and the omission of N

3
LO e↵ects in parton densities

Having established that the threshold expansion provides a reliable estimate of the N3LO

cross-section, we proceed to study the dependence of the cross-section on the renormaliza-

tion and factorization scales µR and µF .

In Fig. 5 we fix the factorization scale to µF = mH/2 and vary the renormalization

scale. We observe that the perturbative series in the strong coupling converges faster for

3In the estimate of the various components of the theoretical uncertainty that we carry out in these

sections, we always give numerical results for Setup I. When considering di↵erent parameters (Higgs mass

or collider energy, for example), we re-assess these uncertainties. For example, �(trunc) increases from

0.11% at 2 TeV to 0.38% at 14 TeV.

– 12 –

C. Anastasiou et al., 
arxiv:1602.00695

• N3LO:

★As (LHC) data becomes ever more precise sensitivity to any data/theory mismatch increases.
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TNxLO 6= D ) �2 ! 1 as �exp ! 0

★Need to account for this missing 
higher order uncertainty:

• Missing higher orders:

‣ More accurate PDF 
uncertainty.

‣ Weight datasets correctly in fit (less well 
known         larger uncertainty).
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N3LO - What do we know?

★ Splitting functions: a wealth of information. Moments & various limits, 
with much recent further progress.

N3LO QCD corrections in PDF determination
Splitting Functions

Singlet (Pqq, Pgg, Pgq, Pqg)
– large-nf limit [NPB915 (2017) 335; arXiv:2308.07958]

– small-x limit [JHEP 06 (2018) 145]

– large-x limit [NPB832 (2010) 152; JHEP 04 (2020) 018; JHEP 09 (2022) 155]

– 5 (10) lowest Mellin moments [PLB 825 (2022) 136853; ibid. 842 (2023) 137944; ibid. 846 (2023) 138215]

Non-singlet (PNS,v, PNS,+, PNS,�)
– large-nf limit [NPB915 (2017) 335; arXiv:2308.07958]

– small-x limit [JHEP 08 (2022) 135]

– large-x limit [JHEP 10 (2017) 041]

– 8 lowest Mellin moments [JHEP 06 (2018) 073]

DIS structure functions (FL, F2, F3)

– DIS NC (massless) [NPB492 (1997) 338; PLB 606 (2005) 123; NPB724 (2005) 3]

– DIS CC (massless) [Nucl.Phys.B 813 (2009) 220]

– massive from parametrisation combining known limits and damping functions [NPB864 (2012) 399]

PDF matching conditions

– all known except for a3
H,g

[NPB820 (2009) 417; NPB886 (2014) 733; JHEP 12 (2022) 134]

Coe�cient functions for other processes

– DY (inclusive) [JHEP 11 (2020) 143]; DY (y di↵erential) [PRL 128 (2022) 052001]

Emanuele R. Nocera (UNITO) Collinear PDFs 23 October 2023 16 / 28

• Approximate      poorly known!
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6= Emanuele Nocera, Forward Physics and QCD at the 
LHC and EIC, Bad Honnef 23

2. PDFs at approximate N3LO

What do we need to know for N3LO PDFs?
Need to know:

I Splitting functions - at 4-loop to evolve PDFs in (x ,Q2):
P(x , –s) = –SP(0)(x) + –2

SP(1)(x) + –3
SP(2)(x) + –4

SP(3)(x) + ...

I Transition Matrix Elements - at 3-loop to change number of PDF
flavours at heavy quark mass (mh) thresholds.

f nf+1
– (x ,Q2) = [A–i(Q2/m2

h) ¢ f nf
i (Q2)](x)

I Coe�cient Functions for DIS - at 3-loop to determine
structure functions.

F2(x ,Q2) =
ÿ

–œH,q,g;—œq,H
(CVF,nf+1

—,– ¢ A–i(Q2/m2
h) ¢ f nf

i (Q2))

I Hadronic cross-section k-factors - at N3LO.
‡ = ‡0 + ‡1 + ‡2 + ‡3 + ... © ‡N3LO + ...

Much already known, only a few remaining missing pieces.

Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 7 / 44

★DIS: massless coefficient functions known (+ massive high       ). Massive low      approx. known.
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Q2

★Heavy Flavour: again wealth of information. Moments & various limits, with much recent progress.

2. PDFs at approximate N3LO

What do we need to know for N3LO PDFs?
Need to know:

I Splitting functions - at 4-loop to evolve PDFs in (x ,Q2):
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h) ¢ f nf
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‡ = ‡0 + ‡1 + ‡2 + ‡3 + ... © ‡N3LO + ...

Much already known, only a few remaining missing pieces.

Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 7 / 44

2. PDFs at approximate N3LO

What do we need to know for N3LO PDFs?
Need to know:

I Splitting functions - at 4-loop to evolve PDFs in (x ,Q2):
P(x , –s) = –SP(0)(x) + –2

SP(1)(x) + –3
SP(2)(x) + –4

SP(3)(x) + ...

I Transition Matrix Elements - at 3-loop to change number of PDF
flavours at heavy quark mass (mh) thresholds.

f nf+1
– (x ,Q2) = [A–i(Q2/m2

h) ¢ f nf
i (Q2)](x)

I Coe�cient Functions for DIS - at 3-loop to determine
structure functions.

F2(x ,Q2) =
ÿ

–œH,q,g;—œq,H
(CVF,nf+1

—,– ¢ A–i(Q2/m2
h) ¢ f nf

i (Q2))

I Hadronic cross-section k-factors - at N3LO.
‡ = ‡0 + ‡1 + ‡2 + ‡3 + ... © ‡N3LO + ...

Much already known, only a few remaining missing pieces.

Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 7 / 44

★Hadronic Cross Sections: while much progress made, thus far not useable in PDF fits.

• First three ingredients now largely known with sufficient precision to give close to a N3LO fit. 
Final ingredient clearly the bottleneck for that - approximation + uncertainty required.

26

G. Falcioni et al., arXiv:2307.04158, 
arXiv:2302.07593



Including N3LO information - Evolution
• Two (brief) examples. Splitting functions, e.g.        :
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Pqg

• Allows for uncertainty from remaining unknown 
pieces, via nuisance parameter       .

2. PDFs at approximate N3LO

Theoretical Uncertainties in PDFs:
aN3LO PDF sets also first to include theory uncertainty from missing
higher orders.
MSHT and NNPDF take di�erent approaches.
Consider MSHT (first implementation of MHOUs at aN3LO):

I Add varying parameter for missing piece of each N3LO ingredient.
E.g. for P3

qg:
P(3)
ab(x) =

kÿ

i=1
Aifi(x) + fe(x ,flab)

where

fe(x , flqg) =
C3

A
3fi4 (

82
81

+ 2’3)
1
2
ln2(1/x)

x
+ flqg

ln 1/x
x

I Uncertainty on aN3LO comes through varying functional basis fi(x) and
varying unknown coe�cient (“theory nuisance parameter” - TNP).

∆ aN3LO PDF + theory uncertainty.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 10 / 44

Construct from known
Mellin moments.

Contains exact small (and high) x
info e.g. from resummation.

Variational parameter
as unknown coe�cient.

Known structure
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• Since original MSHT20aN3LO release has been 
further progress on these.
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Figure 2.9. Same as Fig. 2.4, now comparing our aN3LO result to those of Ref. [32] (MSHT20) and Refs. [28–30]
(FHMRUVV). In all cases the uncertainty band correspond to the IHOU as estimated by the various groups. For the
MSHT20 results, we display both the prior and the posterior parametrizations (see text).

3 N3LO partonic cross-sections

A PDF determination at N3LO requires, in addition to the splitting functions discussed in Sect. 2, hard cross
sections at the same perturbative order. Exact N3LO massless DIS coe�cient functions have been known for
several years [1–4,85,86], while massive coe�cient functions are only available in various approximations [83,
87, 88]. For hadronic processes, N3LO results are available for inclusive Drell-Yan production for the total
cross-section [8,11,12] as well as for rapidity [18] and transverse momentum distributions [19], though neither
of these is publicly available.

We now describe the implementation of these corrections. First, we review available results on DIS
coe�cient functions and summarize the main features of the approximation that we will use for massive co-
e�cient functions [87,88]. Next we discuss how massless and massive DIS coe�cient functions are combined
to extend the FONLL general-mass variable-flavor number scheme to O

�
↵3

s

�
. Finally, we discuss N3LO

corrections for hadronic processes and di↵erent options for their inclusion in PDF determination.

3.1 N3LO corrections to DIS structure functions

The DIS structure functions Fi are evaluated from the convolution of PDFs and coe�cient functions

Fi(x, Q2) =

nfX

k=1

Ci,k(x, ↵s) ⌦ xq+
k

(x, Q2) + Ci,g(x, ↵s) ⌦ xg(x, Q2) , i = {2, L} ,

xF3(x, Q2) =

nfX

k=1

C3,k(x, ↵s) ⌦ xq�
k

(x, Q2) ,

(3.1)

17

• Compare to more recent NNPDF release and recent FHMRUVV study:
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• I.e. 

• I.e. quite some 
progress. Though new 
results within MSHT 
uncertainty band - 
validates approach.

• But what about impact 
on PDFs?

NNPDF4.0

NNPDF4.0

R. D. Ball et al., arXiv:2402.18635



• Recent benchmarking exercise - consider impact of evolution on toy set of PDFs.

To appear on arXiv on next week

2. Current knowledge of N3LO + Methodology

Impact of aN3LO evolution on PDFs:
N3LO evolution benchmarking - use toy PDFs, no fit or other issues:
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Agreement down to 10≠3 with . (few) % impacts over data region.
Di�erences with larger uncertainties at (very) low x .
New information (FHMRUVV) provides
some additional constraints but still
consistent with previous determinations.
Per mille agreement when using the same
splitting functions (right).
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Les Houches Proceedings (in preparation).
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L+ = 2(u+ d)

• Impact of new information at most at level of      few percent in data region. At low     rather larger.
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Note - no uncertainties used for improved splitting functions - only
central value. Now almost exclusively at small x.

�2
⇠ 50 worse than before (over 100 lower than NNLO) very largely at

small x - would improve at some level once uncertainty accounted for.

Use of (central value of) improved aN3LO splitting functions changes
aN3LO gluon a little compared to published MSHT PDFs, raising 1.5%
near x = 0.01.

Main features of aN3LO comparison to NNLO remain the same.

DIS 2024 – Apr. 2024 6

• Largely accounted for within 
MSHT uncertainties, e.g. 
most significant change in 
data region, on gluon:

• However in future release 
these updates can readily be 
included (in progress). 
Ability to do this built in to 
approach.
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• Second, hadronic K-factors. Much less known than is currently useable for a fit. We simply allow N3LO K-
factor to be free in fit within reasonable prior. 

• Could e.g. use scale variations. We instead use known lower order results to guide this:
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KN
3
LO/LO = KNNLO/LO

⇣
1 + a1(K

NLO/LO � 1) + a2(K
NNLO/NLO � 1)

⌘

• Divide datasets into subsets, with nuisance parameters 
correlated across these.

• Provides uncertainty from missing higher orders in hadronic 
cross sections.

2. PDFs at approximate N3LO

Theory Nuisance Parameter Summary
So in total, we add 20 added theory nuisance parameters, on top of 51
central PDF parameters (which give 32 PDF uncertainty parameters).
Now have 52 eigenvectors (32 as before + 20 new theory).

Origin Parameters Number of Added Parameters
Splitting Functions -

flqg , flNS
qq , flPS

qq , flgq , flgg 5
P(3)
qg , PNS,(3)

qq , PPS,(3)
qq , P(3)

gq , P(3)
gg

Transition Matrix Elements - aHg , aNS
qq,H , agg,H 3

A(3)
Hg , ANS,(3)

qq,H , A(3)
gg,H

DIS Coe�cient Functions - cNLL
q , cNLL

g 2
C(3),NLL

H,q , C(3),NLL
H,g

Hadronic K-factors -

5 ◊ 2 = 10

Drell-Yan DYNLO , DYNNLO
Top TopNLO , TopNNLO
Jets JetNLO , JetNNLO

pT Jets pT JetNLO , pT JetNNLO
Dimuon DimuonNLO , DimuonNNLO

Using MSHT20an3lo_as118 eigenvectors as usual naturally
incorporates MHOUs at aN3LO into the PDF uncertainties.
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N.B. We find the penalties on these parameters are almost all < 1 ∆ conservative priors set.
• Interestingly preferred values in fits qualitatively 

similar to known results:

Resulting K-factors – Top Quark Processes.

Top K-factors see an overall increase in magnitude, consistent with
recent results[20].

Results show a marginally better fit overall.

K-factor for CMS 8 TeV single diff. shown here.
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Figure 2: The total cross sections at LO, NLO, NNLO, and aN3LO for tt̄ production at pp collider
energies.

In Fig. 2 we show the LO, NLO, NNLO, and aN3LO cross sections for pp collider energies
ranging from 5 TeV to 100 TeV. The inset plot displays the K-factors, i.e. the ratios of the NLO,
NNLO, and aN3LO cross sections to the LO ones. All three K-factors increase slowly with collision
energy.

K-factors for tt̄ production in pp collisions
K-factor 5.02 TeV 7 TeV 8 TeV 13 TeV 13.6 TeV 14 TeV 27 TeV 50 TeV 100 TeV
NLO/LO 1.46 1.47 1.48 1.50 1.50 1.50 1.52 1.55 1.58
NNLO/LO 1.64 1.65 1.66 1.67 1.67 1.67 1.69 1.71 1.75
aN3LO/LO 1.71 1.72 1.72 1.72 1.72 1.72 1.73 1.75 1.78
aNLO/NLO 1.02 1.01 1.00 0.99 0.99 0.99 0.97 0.95 0.92

aNNLO/NNLO 1.01 1.01 1.01 1.00 1.00 1.00 1.00 0.99 0.98

Table 2: The K-factors in tt̄ production (with µ = mt) at di↵erent perturbative orders in pp
collisions with various values of

p
S, with mt = 172.5 GeV and MSHT20 NNLO pdf.

In Table 2 we show K-factors for tt̄ production for the same pp-collider energies as in Table 1.
The NLO/LO ratio is large for all energies, indicating large contributions from the NLO corrections.
The NNLO/LO ratio is significantly larger, showing further important contributions from NNLO
corrections. The aN3LO /LO ratio is larger still, indicating further significant contributions from
third-order soft-gluon corrections.
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NNLO, and aN3LO cross sections to the LO ones. All three K-factors increase slowly with collision
energy.

K-factors for tt̄ production in pp collisions
K-factor 5.02 TeV 7 TeV 8 TeV 13 TeV 13.6 TeV 14 TeV 27 TeV 50 TeV 100 TeV
NLO/LO 1.46 1.47 1.48 1.50 1.50 1.50 1.52 1.55 1.58
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Table 2: The K-factors in tt̄ production (with µ = mt) at di↵erent perturbative orders in pp
collisions with various values of

p
S, with mt = 172.5 GeV and MSHT20 NNLO pdf.

In Table 2 we show K-factors for tt̄ production for the same pp-collider energies as in Table 1.
The NLO/LO ratio is large for all energies, indicating large contributions from the NLO corrections.
The NNLO/LO ratio is significantly larger, showing further important contributions from NNLO
corrections. The aN3LO /LO ratio is larger still, indicating further significant contributions from
third-order soft-gluon corrections.

4

N. Kidonakis, 
arXiv:2203.03698
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MSHT20aN3LO

• But as results come in (e.g. DY), can and would 
replace with these!
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Results
• Clear improvement in fit quality. Going from NNLO to aN3LO find                              (4363 points). 

Roughly half due to new aN3LO theory alone (not hadronic K-factors). 

2. PDFs at approximate N3LO

Impact of aN3LO on PDF fit quality:
Perform aN3LO fit with identical dataset to MSHT20 NNLO PDF fit.
Overall fit quality (4363 points)

‰2/Npts
LO NLO NNLO aN3LO

2.57 1.33 1.17 1.14

Improvement in fit quality from NNLO to aN3LO is �‰2 = ≠154.4.
- Much larger than number of parameters (20) introduced.

Dataset type Total ‰2/Npts �‰2 from NNLO
DIS datasets 2580.9/2375 -90.8

Drell-Yan datasets 1065.4/864 -12.8
Dimuon datasets 125.0/170 -1.2

Top datasets 75.1/71 -4.2
V pT / V + jets datasets 138.0/144 -77.2
Inclusive Jets datasets 963.6/739 +21.5

Total 4957.2/4363 -154.4

Fit able to describe data well with known N3LO info and missing
higher order theoretical uncertainty (MHOU).
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Smooth fit improvement with order
and amount of improvement reducing

with order - as we might hope.
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• Evidence that aN3LO reduces tensions between low and high    regions. Impact on PDFs…<latexit sha1_base64="bD12Cp8HdY6HQYD9IXMGGWb4130=">AAAB6HicbVDLTgJBEOzFF+IL9ehlIjHxRHaNQY8kXDxCIo8ENmR2aGBkdnYzM2skG77AiweN8eonefNvHGAPClbSSaWqO91dQSy4Nq777eQ2Nre2d/K7hb39g8Oj4vFJS0eJYthkkYhUJ6AaBZfYNNwI7MQKaRgIbAeT2txvP6LSPJL3ZhqjH9KR5EPOqLFS46lfLLlldwGyTryMlCBDvV/86g0iloQoDRNU667nxsZPqTKcCZwVeonGmLIJHWHXUklD1H66OHRGLqwyIMNI2ZKGLNTfEykNtZ6Gge0MqRnrVW8u/ud1EzO89VMu48SgZMtFw0QQE5H512TAFTIjppZQpri9lbAxVZQZm03BhuCtvrxOWldlr1KuNK5L1VoWRx7O4BwuwYMbqMId1KEJDBCe4RXenAfnxXl3PpatOSebOYU/cD5/AOoYjQg=</latexit>x

Figure 36: (Continued) High-Q2 ratio plots showing the aN3LO 68% confidence intervals with
decorrelated (Hij+Kij) and correlated (H 0

ij
)K-factor parameters, compared to NNLO 68% confidence

intervals. Also shown are the central values at NNLO when fit to all non-HERA datasets which
show similarities with N3LO in the large-x region of selected PDF flavours. All plots are shown for
Q

2 = 104 GeV2.

as the more recent results. However, SeaQuest results suggest a preference for a higher d at

large-x, therefore including this data may in fact help constrain the high-x d behaviour seen

here.

Fig.’s 37 and 38 express the aN3LO PDFs with decorrelated (green shaded region) and

correlated (red dashed lines) aN3LO K-factors at low and high-Q2 respectively (again with the

bottom quark provided at Q2 = 25 GeV2 at low-Q2) as a ratio to the N3LO central value. For

comparison we also include the level of uncertainty predicted with all N3LO theory fixed (blue

shaded region) i.e. only considering the variation without N3LO theoretical uncertainty.

Comparing the two di↵erent aN3LO sets in Fig.’s 37 and 38, in general there is good

agreement between the total uncertainties considering the cases with correlated (red dash)

and decorrelated (green shaded) aN3LO K-factors. The di↵erences that are apparent between

100

Figure 36: High-Q2 ratio plots showing the aN3LO 68% confidence intervals with decorrelated
(Hij +Kij) and correlated (H 0

ij
) K-factor parameters, compared to NNLO 68% confidence intervals.

Also shown are the central values at NNLO when fit to all non-HERA datasets which show similarities
with N3LO in the large-x region of selected PDF flavours. All plots are shown for Q2 = 104 GeV2.
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2. PDFs at approximate N3LO

Impact of aN3LO on ggF Higgs Production:
Consider impact of our aN3LO PDFs on known N3LO Higgs
production in gluon fusion32,33 - shift down due to change in gluon:

Increase in cross-section at N3LO compensated by reduction in PDFs
at aN3LO ∆ important to consider PDF and ‡ changes together.
aN3LO result lies within uncertainty band of full NNLO.
aN3LO PDF uncertainty bands enlarged - inclusion of MHOUs.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 18 / 44

Ô
s = 13 TeV

Results obtained using ggHiggs code50.

Note greater stability of full NNLO
and N3LO xsec + aN3LO PDF results

• Change in gluon corresponds to reduction in 
e.g. ggH at N3LO - improves stability. 2. PDFs at approximate N3LO

Impact of aN3LO on Drell-Yan production:
Consider impact of our aN3LO PDFs on Drell-Yan production at LHC,
e.g. Neutral current at mZ at 13 TeV:

Only small change in using aN3LO PDFs relative to NNLO PDFs.
Predictions with NNLO and aN3LO PDFs are stable.
PDF uncertainties dominate at NNLO and N3LO, indeed enlarged from
MSHT20aN3LO with inclusion of MHOUs.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 16 / 44

Produced using the n3loxs code49.

Note greater stability of full NNLO
and N3LO xsec + aN3LO PDF results

• Some increase in NC DY - again mild 
improvement in stability.
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Determination of the Strong 
Coupling at aN3LO
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Extracting the strong coupling in a PDF fit

• Global PDF fit sensitive to value of strong coupling through impact on evolution and cross sections.

• While baseline sets often provided with                    , can allow it be to free parameter and see what we find.

• Individual datasets have different       dependencies, but global determination provides robust fit.

• Determination of      and PDFs highly correlated. Only completely consistent way to include impact of a 
(PDF sensitive) hadronic measurements is via full refit.

2. PDFs at approximate N3LO

What do we need to know for N3LO PDFs?
Need to know:

I Splitting functions - at 4-loop to evolve PDFs in (x ,Q2):
P(x , –s) = –SP(0)(x) + –2

SP(1)(x) + –3
SP(2)(x) + –4

SP(3)(x) + ...

I Transition Matrix Elements - at 3-loop to change number of PDF
flavours at heavy quark mass (mh) thresholds.

f nf+1
– (x ,Q2) = [A–i(Q2/m2

h) ¢ f nf
i (Q2)](x)

I Coe�cient Functions for DIS - at 3-loop to determine
structure functions.

F2(x ,Q2) =
ÿ

–œH,q,g;—œq,H
(CVF,nf+1

—,– ¢ A–i(Q2/m2
h) ¢ f nf

i (Q2))

I Hadronic cross-section k-factors - at N3LO.
‡ = ‡0 + ‡1 + ‡2 + ‡3 + ... © ‡N3LO + ...

Much already known, only a few remaining missing pieces.

Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 7 / 44
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2. MSHT –S Depedence

MSHT –S dependence - NLO and NNLO
Default PDFs provided at standard fixed value of –S(M2

Z
) = 0.118.

Can also allow –S to be a free parameter in the fit.
Global fit nature of PDFs ∆ can provide a precise, accurate
determination of –S .
Individual datasets have di�erent dependences on –S , but robust
determination utilising all datasets.
The best fit values were found to be:

–prev

S,NLO
(M2

Z
) = 0.1203 –prev

S,NNLO
(M2

Z
) = 0.1174

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 8 / 29
More information in article: TC et al, 2106.10289, Eur.Phys.J.C 81 (2021) 8, 744.

(previous)

Shown at
alphas-2022

workshop and
in Snowmass Note we provide the

�‰2 changes with –S

∆ can use this info!

NLO NNLO
Nice Quadratic

‰2 profile
X

–S,NNLO(M2
Z

) < –S,NLO(M2
Z

)
as NNLO corrections +ve, so
fitting same data ∆ lower –S .

• In original (up to) NNLO 
MSHT20 fit, the best fit 
values were found to be:

• What about aN3LO?
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• Can now extend this analysis to aN3LO. Baseline very similar (not identical) to MSHT20. Find:

The strong coupling at aN3LO Minor updates + 
ATLAS 8 TeV jets

2. MSHT –S Depedence

MSHT20 –S dependence - NNLO and aN3LO
First PDF –S(M2

Z
) determination at aN3LO.

Consistent with NNLO determination within uncertainties.
Good perturbative convergence of –S determination.

–new

S,NNLO
(M2

Z
) = 0.1171 –new

S,aN3LO
(M2

Z
) = 0.1170

Approximate N3LO as whilst splitting functions, DIS coe�cient
functions, heavy quark transition matrix elements are largely
known (latter - see talk by J. Blümlein), N3LO xsecs still unknown.

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 10 / 29
T.C., L.A. Harland-Lang, R.S. Thorne (upcoming).

(first ever!)

New New

aN3LONNLO

Nice Quadratic
‰2 profile

X

Preliminary!

• NNLO: similar to previous result (0.1174).

• Very good perturbative convergence to aN3LO, and both consistent with world average.

• Confirmed that more recent aN3LO splitting function information gives v. similar result (      uncertainty)

• Looking in more detail…

order and symmetrised for simplicity. The consistency of the determinations at NNLO and
aN3LO is clear, particularly considering the NLO determination in our previous study [39] of
↵S(M2

Z)(NLO) = 0.1203± 0.0015. In addition, the aN3LO determination results in the slightly
weaker bounds than at NNLO, very likely due to the inclusion of missing higher order theoretical
uncertainties in the fit. These bounds on ↵S(M2

Z) correspond to a ��
2 = 13 at NNLO and

��
2 = 16 at aN3LO. Both the NNLO and aN3LO ↵S(M2

Z) determinations are consistent with
the Particle Data Group (NNLO) world average of 0.1180± 0.0009 [41].

3 Examination of Approximate N3LO ↵S(M 2
Z
) sensitivity

3.1 Sensitivity of the Splitting functions

At aN3LO the form of the splitting functions is allowed to vary in the fit, guided by a prior
uncertainty band that is determined from the known information about these objects at the
time of the release of the MSHT20aN3LO set. We will in general expect some dependence of
the resulting splitting functions on the value of the strong coupling, and vice versa.

It is therefore useful to examine the impact of the value of the strong coupling on the best fit
splitting functions. This is shown in Fig. 8 for the two cases that show the highest sensitivity;
for other splitting functions the dependence is hardly visible on the plots. In particular, these
show both the prior, and the posterior (at the best fit value of ↵S(M2

Z) = 0.117) uncertainty
bands, as well as in the red dashed lines the best fit posterior splitting functions that result when
↵S(M2

Z) is varied by ±0.001. For demonstration purposes, we note that the splitting functions
are shown at a fixed value of ↵S = 0.2, which isolates the impact from the fit on the extracted
splitting functions.

We can see that the largest dependence is for the gluon–gluon splitting function, which is as
we might expect given the known correlation between the value of the strong coupling and the
gluon PDF. For the larger value of ↵S(M2

Z) = 0.118, the splitting function is larger in the visible
(lower x) region on the plots, while for the lower value of ↵S(M2

Z) = 0.116 it is lower. The size
of the variation is nonetheless safely smaller than, although not negligible with respect to, the
quoted posterior uncertainty, and in all cases these are within the original prior band. For the
quark–gluon splitting function (and, as mentioned above the other cases not shown here) the
dependence is much smaller.

This therefore indicates only a mild sensitivity of the preferred splitting function on the
value of ↵S(M2

Z) in our fit. Conversely, given this is a relatively small e↵ect we can expect any
dependence of the extracted value of ↵S(M2

Z) on the precise treatment of the splitting function
uncertainties to be even smaller. Given additional information from more recent theoretical
calculations of the splitting functions [9–13] is now available, this provides reassuring evidence
that our analysis should not be significantly changed when this information is included in the
PDF fit. Indeed, this is supported by the observation made earlier, that taking the updated
splitting functions of [9–12] resulted in a best fit ↵S(M2

Z) very close to that we obtain in this
work.

3.2 Impact of Jet vs. Dijet production

In [37] we presented a detailed comparison of the impact of 7 and 8 TeV inclusive jet [40,59–61]
in comparison to dijet [95–97] data on the MSHT fit at up to aN3LO order. In this section, we
extend this analysis to examine the impact such data have on the extracted value of the strong
coupling. Other than by allowing the value of ↵S(M2

Z) to vary, the baseline fits are identical to
those presented in [37].

11
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• Find that global      profile built up of different competing pulls…

2. MSHT –S Depedence

MSHT20 –S dependence - NNLO and aN3LO
First PDF –S(M2

Z
) determination at aN3LO.

Consistent with NNLO determination within uncertainties.
Good perturbative convergence of –S determination.

–new

S,NNLO
(M2

Z
) = 0.1171 –new

S,aN3LO
(M2

Z
) = 0.1170

Approximate N3LO as whilst splitting functions, DIS coe�cient
functions, heavy quark transition matrix elements are largely
known (latter - see talk by J. Blümlein), N3LO xsecs still unknown.

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 10 / 29
T.C., L.A. Harland-Lang, R.S. Thorne (upcoming).

(first ever!)

New New

aN3LONNLO

Nice Quadratic
‰2 profile

X

Preliminary!

★Fixed target data. DIS in particular 
sensitive through impact on evolution
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2. MSHT –S Depedence

MSHT20 dataset –S dependence - Fixed Target
Perform fits for range 0.112 < –S(M2

Z
) < 0.122 in steps of 0.001,

and examine individual dataset –S dependence via fit quality.

Fixed target (e.g. BCDMS, NMC, SLAC) high x experiments are
dominated by non-singlet ∆ cleaner means of evaluating –S .
HERA has more limited –S sensitivity (not shown) as it is lower x
∆ singlet-–S correlation.
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NNLO
aN3LO

BCDMSp prefers
lower –S to slow
fall of structure
function with Q

2.
Deuteron datasets often
prefer larger –S .

SLACp prefers
lower –S , more
so at NNLO.

EIC may further
improve these
bounds.

SLACd prefers higher
–S , unlike SLACp.

Perhaps evidence of
Q

2 dependence of
deuterium corrections?

Consistent with –S pulls
seen in previous studies,
and between orders.

Preliminary!

★LHC DY. Due to high precision 
provide reasonable constraints

2. MSHT –S Depedence

MSHT20 dataset –S dependence - Drell-Yan
Perform fits for range 0.112 < –S(M2

Z
) < 0.122 in steps of 0.001,

and examine individual dataset –S dependence via fit quality.

High precision W , Z data have indirect sensitivity to –S through
their precision (via smaller e�ects in evolution and cross-sections),
often prefer higher –S values.
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NNLO
aN3LOATLAS 7 TeV W ,

Z combined data
prefer slightly
higher –S .

LHCb 7 and 8 TeV W , Z

to muons prefer slightly
raised –S . Di�erent to
LHCb electron data.

ATLAS 8 TeV W

(and also Z)
favour larger –S .

CMS 8 TeV W also
favour higher –S .

Consistent with –S pulls
seen in previous studies,
and between orders
(NNLO and aN3LO).

Preliminary!

Figure 3: The individual datasets ��2 = �2 � �2
0 for different values of ↵S(M

2
Z), within the global PDF fits at

NNLO (red) and aN3LO (green). This figure provides the profiles with ↵S(M
2
Z) for a small selection of the collider

Drell-Yan datasets included.

high x gluon generally favouring a smaller value of ↵S(M2

Z). This is as expected given the
correlation between the high x gluon PDF and ↵S(M2

Z) at large x, as indicated in Fig. 11.
In addition we note that, as for the Drell-Yan datasets, the aN3LO profiles are often notably
shallower than at NNLO due to the inclusion of a theoretical uncertainty from the missing N3LO
cross-sections for these data. A more detailed analysis of these data follows in Section 3.2, where
the impacts of fitting the inclusive jet or dijet data on ↵S(M2

Z) are examined.
Next we discuss the ↵S(M2

Z) sensitivity of top quark pair production data. As for inclusive
jet data, these are also expected to show significant sensitivity to ↵S(M2

Z), being O(↵2

S) at
leading order. In Fig. 5, we present the changes in �

2 as ↵S(M2

Z) is scanned from 0.112 to 0.122
for four datasets (a subset of the top quark datasets included in the global fit). These are: the
top total cross-section data from the Tevatron, ATLAS and CMS [65–77]; CMS 8 TeV top quark
pair production di↵erential in top-antitop pair rapidity in the lepton+jets channel [78]; ATLAS
8 TeV data in the same lepton+jets channel but multi-di↵erential in the top-quark pair invariant
mass, top-quark/antiquark transverse momentum and the individual and pairwise rapidities [79];
and finally the ATLAS 8 TeV top-antitop production in the dilepton channel single di↵erential
in the top pair rapidity [80]. The pulls on ↵S(M2

Z) are consistent between NNLO and aN3LO,
and with our previous NNLO study [39]. The CMS 8 TeV tt̄ single di↵erential data favour
a lower ↵S(M2

Z), in contrast to the preference for a higher ↵S(M2

Z) observed in the ATLAS
8 TeV tt̄ multi-di↵erential data in the same lepton+jets channel. The top total cross-section
data and ATLAS 8 TeV dilepton data both constrain ↵S(M2

Z) to be close to the best fit at
NNLO, as observed previously, while at aN3LO they favour slightly lower ↵S(M2

Z) ⇠ 0.116. The
main di↵erence at aN3LO with these latter two datasets is again the shallower nature of the �

2

profiles, placing less tight bounds on ↵S(M2

Z) due to the inclusion of a theoretical uncertainty
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Figure 3: The individual datasets ��2 = �2 � �2
0 for different values of ↵S(M

2
Z), within the global PDF fits at

NNLO (red) and aN3LO (green). This figure provides the profiles with ↵S(M
2
Z) for a small selection of the collider

Drell-Yan datasets included.

high x gluon generally favouring a smaller value of ↵S(M2

Z). This is as expected given the
correlation between the high x gluon PDF and ↵S(M2

Z) at large x, as indicated in Fig. 11.
In addition we note that, as for the Drell-Yan datasets, the aN3LO profiles are often notably
shallower than at NNLO due to the inclusion of a theoretical uncertainty from the missing N3LO
cross-sections for these data. A more detailed analysis of these data follows in Section 3.2, where
the impacts of fitting the inclusive jet or dijet data on ↵S(M2

Z) are examined.
Next we discuss the ↵S(M2

Z) sensitivity of top quark pair production data. As for inclusive
jet data, these are also expected to show significant sensitivity to ↵S(M2

Z), being O(↵2

S) at
leading order. In Fig. 5, we present the changes in �

2 as ↵S(M2

Z) is scanned from 0.112 to 0.122
for four datasets (a subset of the top quark datasets included in the global fit). These are: the
top total cross-section data from the Tevatron, ATLAS and CMS [65–77]; CMS 8 TeV top quark
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NNLO, as observed previously, while at aN3LO they favour slightly lower ↵S(M2

Z) ⇠ 0.116. The
main di↵erence at aN3LO with these latter two datasets is again the shallower nature of the �

2

profiles, placing less tight bounds on ↵S(M2

Z) due to the inclusion of a theoretical uncertainty
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providing the �
2 profiles for a variety of LHC Drell-Yan datasets in Fig. 3. We show a selection

of ATLAS [49, 50], CMS [51] and LHCb [52, 53] data at 7 and 8 TeV for illustration. Whilst
these data have limited direct sensitivity to ↵S(M2

Z) through the ↵S(M2

Z) dependence of their
cross sections, their precision provides notable ↵S(M2

Z) dependence in the context of the global
PDF fit due to the impact of ↵S(M2

Z) on the PDF themselves. These datasets consistently
indicate a preference for an ↵S(M2

Z) value larger than the best fit, of 0.119 and higher, as
noted in [39]. Again we observe consistency between the NNLO and aN3LO ↵S(M2

Z) profiles,
though now the aN3LO profiles are usually somewhat shallower, indicating a slightly reduced
sensitivity to ↵S(M2

Z). This is a reflection of the unknown N3LO K-factors for these processes2,
which contribute additional MHOU uncertainties to the PDFs and in turn the inclusion of these
theoretical uncertainties reduce the ↵S(M2

Z) sensitivity mildly.
In contrast to Drell-Yan data, inclusive jet data have significant direct ↵S(M2

Z) sensitivity
through the cross-section. Fig. 4 illustrates the �

2 profiles for several of these datasets with
↵S(M2

Z). As expected, notable ↵S(M2

Z) sensitivity is observed with the CMS [59] and ATLAS
7 TeV inclusive jets [60] favouring lower values of ↵S(M2

Z), around 0.112 at both NNLO and
aN3LO. The ATLAS 8 TeV inclusive jet data [40] favour a similarly low value of ↵S(M2

Z), though
in contrast the CMS 8 TeV inclusive jet data [61] show some tension with these, preferring
↵S(M2

Z) around 0.119 at both NNLO and aN3LO. These results are consistent with the pulls
seen previously of these datasets on the high x gluon [1,62–64], with those which prefer a larger

2Whilst there was been recent progress in the determination of cross-sections for several processes at N3LO [54],
including neutral and charged current Drell-Yan [55–58] both total and di↵erential in rapidity, these are not yet
provided in a form for utilisation in PDF fits, in particular di↵erential over all the required variables and with
fiducial cuts applied.
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Z), within the global PDF fits at

NNLO (red) and aN3LO (green). This figure provides the profiles with ↵S(M
2
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inclusive jet datasets included.

for the MHOUs in the N3LO cross-section. The results shown here are all shown at a fixed value
of the top mass, however it was shown at NNLO within MSHT [81] that, at least in the case
of the total top cross-section and the lepton+jet channels, that the dependence of the best fit
on ↵S(M2

Z) and mt is relatively independent in the neighbourhood of the best fit. Indeed our
results here at fixed mt are consistent with the ↵S(M2

Z) bounds investigated in [81].
Finally, a dataset which has been a focus of attention for its ↵S(M2

Z) sensitivity is the
ATLAS 8 TeV Z pT data [82]. A recent measurement of these data [83] was utilised to extract
↵S(M2

Z), with apparently significant ↵S(M2

Z) sensitivity in the low p
Z
T region around the Sudakov

peak [84]. As these data are included at fixed order in global PDF fits we utilise a cut of
p
Z
T > 30GeV to restrict ourselves to the region where this is valid. It was illustrated in [34] that

these data show a significant improvement in fit quality at aN3LO relative to NNLO, which was
subsequently analysed in more detail in [38] and concluded to be a sign of the necessity of the
inclusion of higher order e↵ects in the PDFs to fit these data. This also studied the impact of
raising the p

Z
T cut above 30GeV and noted the same trend. In any case, given the precision

of these data, even in the absence of the low p
Z
T region some ↵S(M2

Z) sensitivity remains and
we can analyse this within the context of the MSHT20 global PDF fit at aN3LO. The ��

2

profile at aN3LO as ↵S(M2

Z) is changed is shown in Fig. 6, and we can see that these data
prefer ↵S(M2

Z) ⇡ 0.118. We may also utilise the changes in �
2 with ↵S(M2

Z) to place bounds
on ↵S(M2

Z), as described in more detail in Section 2.3.

2.3 Uncertainty and Bounds on ↵S(M2

Z)

The �2 profiles as ↵S(M2

Z) is changed also allow bounds to be set on ↵S(M2

Z) from each dataset
within the context of the global PDF fit, and in turn to determine the overall uncertainty
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Z). This is a reflection of the unknown N3LO K-factors for these processes2,
which contribute additional MHOU uncertainties to the PDFs and in turn the inclusion of these
theoretical uncertainties reduce the ↵S(M2

Z) sensitivity mildly.
In contrast to Drell-Yan data, inclusive jet data have significant direct ↵S(M2

Z) sensitivity
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Z) sensitivity is observed with the CMS [59] and ATLAS
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Z), around 0.112 at both NNLO and
aN3LO. The ATLAS 8 TeV inclusive jet data [40] favour a similarly low value of ↵S(M2

Z), though
in contrast the CMS 8 TeV inclusive jet data [61] show some tension with these, preferring
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Z) around 0.119 at both NNLO and aN3LO. These results are consistent with the pulls
seen previously of these datasets on the high x gluon [1,62–64], with those which prefer a larger

2Whilst there was been recent progress in the determination of cross-sections for several processes at N3LO [54],
including neutral and charged current Drell-Yan [55–58] both total and di↵erential in rapidity, these are not yet
provided in a form for utilisation in PDF fits, in particular di↵erential over all the required variables and with
fiducial cuts applied.
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Uncertainty Evaluation

• In textbook case, would simply take                   from minimum, 
to give (roughly):

2. MSHT –S Depedence

MSHT20 –S dependence - NNLO and aN3LO
First PDF –S(M2

Z
) determination at aN3LO.

Consistent with NNLO determination within uncertainties.
Good perturbative convergence of –S determination.

–new

S,NNLO
(M2

Z
) = 0.1171 –new

S,aN3LO
(M2

Z
) = 0.1170

Approximate N3LO as whilst splitting functions, DIS coe�cient
functions, heavy quark transition matrix elements are largely
known (latter - see talk by J. Blümlein), N3LO xsecs still unknown.
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↵S = 0.1170± 0.0005

• However from discussion before, expect to be too aggressive. 
Enlarged tolerance needed.

• In MSHT apply `dynamic tolerance’ criterion. Briefly:

★Evaluate individual       profile for each dataset 

★Deviation with        increasing/decreasing monitored and limited such that this does not exceed ‘hypothesis 

testing’ criterion                       i.e. remains good according to this measure.

★ In toy model can show given two datasets in tension that PDF uncertainty      difference (unlike             ).

★Will result in one dataset setting most stringent upper/lower limits, but find many others with similar 

limits, i.e. uncertainty not driven by a single (potentially problematic) dataset.

★Broadly corresponds to             .
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Figure 7: The overall and dataset by dataset best fit value and upper and lower bounds on ↵S(M
2
Z), for a selection

of the datasets in the global fit. The overall upper and lower bounds are given by the horizontal dashed lines, whilst
the coloured vertical solid lines show the individual dataset bounds. The upper plot is the NNLO fit and the lower is
the aN3LO fit.
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3. MSHT –S Bounds

MSHT20 –S bounds - aN3LO

Therefore upper/lower bounds are +0.0013/-0.0016 at aN3LO.

–S,aN3LO(M2
Z ) = 0.1170 ± 0.0016
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Z
)
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SLAC deuteron
data gives lower
bound: �–S (M2
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= ≠0.0016.

F
c

2 provides
upwards bound of:

�–S (M2
Z

) = +0.0020.

CMS and ATLAS (dilepton)
tt̄ single di�. would
give slightly higher upper
–S bounds, but not used.

NMC deuteron,
ATLAS 8 TeV Z

both give lower
bounds of �–S (M2

Z
)

= ≠0.0017.

Missing Higher Order Uncertainties
now included, in particular causes
some LHC bounds to weaken
as unknown N3LO K-factors.

Consistent with (NNLO) World
Average of 0.1180 ± 0.0009.

Consistent with –S bounds
seen in previous studies,
and between orders
(NNLO and aN3LO).

Preliminary!

T.C., L.A. Harland-Lang, R.S. Thorne: Upcoming!
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• Putting together and suitably 
symmetrising, we quote:

Though reasons to 
suggest we could…

T. Cridge and M. Lim, arXiv:2306.14885
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Figure 5: Comparison of the determination of Us (</ ) from the /-boson transverse-momentum distribution (ATLAS
/ ?T 8 TeV) with other determinations at hadron colliders [17–23, 35], with the PDG category averages [3], with the
lattice QCD determination [10], and with the PDG world average [3].
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Comparison to other results
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• Consistent with world average and 

recent ATLAS measurement.

• Uncertainty larger but similar order.

• Again, if we took                  would be 
factor of ~ 2 smaller, but v. good 
reasons to believe that is too 
agressive.
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PDFs

Figure 11: The impact of varying ↵S(M
2
Z) in the aN3LO PDF fit on (left) the extracted gluon and (right) total singlet

PDFs. This demonstrates the correlations between the PDFs and ↵S(M
2
Z).

each new fixed value of ↵S(M2

Z) the PDFs are refit, as required [43]. As expected, for the gluon
PDF we observe a significant correlation with ↵S(M2

Z). Structure function data largely constrain
the gluon in the intermediate to low x region, as a result the fit maintains dF2/dQ

2
⇠ ↵Sg,

where g is the gluon PDF. This therefore anti-correlates the gluon and ↵S(M2

Z) for x . 0.1. The
momentum sum rule then indirectly results in a correlation between the gluon and ↵S(M2

Z) at
high x & 0.1. This is as observed at NNLO in [39]. The behaviour of the quarks is somewhat

di↵erent, as illustrated by the total singlet ⌃(x,Q2) =
PNf

i=1
(qi(x,Q2) + q̄i(x,Q2)). At large

x & 0.3 the singlet reduces with ↵S(M2

Z) due to the increased QCD splitting which depletes the
quarks at large x. As a result however the quarks are enlarged at lower x, such that ↵S(M2

Z)
and ⌃ are correlated below x ⇠ 0.2, the impact though is smaller than observed for the gluon.
The impacts of these changes of �↵S(M2

Z) = ±0.001 are within the uncertainty bands for both
the singlet (and quarks more generally - not shown) and the gluon. At lower scales, the PDF
changes with ↵S(M2

Z) are found to be larger [39].
The correlations between ↵S(M2

Z) and the PDF central values mean that ↵S(M2

Z) uncer-
tainties on cross-sections may be altered relative to the expected direct impact of ↵S(M2

Z) on
the cross-sections due to the indirect impact on the PDFs. In Fig. 12 we show results for PDF
and ↵S uncertainties for a selection of LHC (

p
s = 14 TeV) cross sections, namely Higgs boson

production via gluon fusion, and weak boson (W±, Z) production in the Drell Yan process.
These are calculated using the n3loxs code [99], and with the same settings as are used to cal-
culate the cross section results shown in [38]. For the ↵S uncertainty we take a range of ±0.001
around the best fit value. For other variations close to this a linear scaling of the change in the
prediction with ↵S may be taken to good approximation.

The overall trend at NNLO is very similar to the results shown in [39] for
p
s = 13 TeV.

For the ggH cross section, the direct sensitivity to the value of ↵S is somewhat compensated for
by the anti–correlation between this and the gluon PDF, while for W,Z production the direct
sensitivity to the value of ↵S is small, and the majority of the corresponding uncertainty comes
from the PDF change in the fit. The overall trends are observed to be rather similar between the
NNLO and aN3LO cases, with some small di↵erences observed. For example, in the ggH case
the PDF uncertainty is somewhat larger at aN3LO (as observed in [34]), and thus the relative
breakdown between the PDF and ↵S uncertainty is slightly di↵erent.
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★Clear correlation between PDFs and      , as expected. 
★Change generally within PDF uncertainties for                            though close to edge for gluon.
★Gluon anticorrelated with        for               to maintain                              . Correlation at high     

from sum rule.
★Less impact on quarks - reduced/increased at high/low     from splitting.
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Figure 12: Cross section uncertainties for gluon fusion Higgs, Z, and W± production at
p
s = 14 TeV at (left)

NNLO with the MSHT20nnlo PDFs and (right) N3LO with the MSHT20aN3LO PDFs. The blue dotted bars are the
PDF uncertainties, the green dashed represent the ↵S uncertainty, and the red solid bars are the combined PDF+↵S

uncertainty, added in quadrature.

5 Conclusions

In this article we have studied the optimal value and uncertainty of the strong coupling resulting
from the first extraction of approximate N3LO PDFs made by us in [34], as well as investigating
the sensitivity to using dijet rather than inclusive jet data at both NNLO and at aN3LO. Our
main result is that at aN3LO we find that (for the default global fit including the inclusive jets
data):

↵S(M
2

Z)(aN
3LO) = 0.1170± 0.0016.

This is in excellent agreement with the value obtained at NNLO, as well as the world average [41],
but with a slightly larger uncertainty. This might seem surprising, given that usually the uncer-
tainty on ↵S(M2

Z) decreases with increasing perturbative order. However, the aN3LO extraction
is the first which correctly incorporates a theoretical uncertainty - our NNLO and NLO extrac-
tions have implicitly only included the uncertainty directly resulting from the uncertainty on
the data in the PDF fit. Hence, the aN3LO uncertainty is more realistic.

We have already made the PDFs at aN3LO available for a range of ↵S(M2

Z) in [34]. The
PDFs, can be obtained in LHAPDF format [100] at:

http://lhapdf.hepforge.org/

as well as on the repository:

http://www.hep.ucl.ac.uk/msht/.

The PDFs are available from ↵S(M2

Z) = 0.114� 0.120 in steps of 0.001. We note that these
PDFs are not absolutely identical to those in this article due to a few minor corrections in
the analysis and the inclusion of the ATLAS 8 TeV inclusive jet data in this article, but any
di↵erences at each value of ↵S(M2

Z) are minor.
The results of using the dijet rather than inclusive jet data in the analysis lead to a very

good level of consistency. At NNLO the dijet analysis gives ↵S(M2

Z) = 0.1181 ± 0.0012, which
di↵ers from the result using inclusive jets by less than a standard deviation. At aN3LO we
obtain ↵S(M2

Z) = 0.1170±0.0013, which is in almost perfect agreement with the value obtained
using our default choice of inclusive jets. Hence, at NNLO and particularly at aN3LO we can
be confident that our extraction of the best fit value of ↵S(M2

Z) is reliable, and not significantly
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★ Impact on cross sections includes       variation in matrix elements + PDFs - non-trivial interplay to get 
final result. Important to treat these together!
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★For LHC Higgs the anticorrelation between gluon and        compensates larger direct uncertainty.

★For DY direct        uncertainty small, and largest effect from change in PDF.
★Combined PDF +         broadly leads to at most moderate increase over PDF uncertainty alone.

<latexit sha1_base64="R/ZfemcDAJgdMp8g52MbDievPmA=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqsdCLx4r2lpoQ5lsN+3SzSbuboQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhVJ0DNBJesZbgRrJMohlEg2EMwbsz8hyemNI/lvZkkzI9wKHnIKRordXookhH27/rlilt15yCrxMtJBXI0++Wv3iCmacSkoQK17npuYvwMleFUsGmpl2qWIB3jkHUtlRgx7Wfze6fkzCoDEsbKljRkrv6eyDDSehIFtjNCM9LL3kz8z+umJrz2My6T1DBJF4vCVBATk9nzZMAVo0ZMLEGquL2V0BEqpMZGVLIheMsvr5L2RdWrVWu3l5V6I4+jCCdwCufgwRXU4Qaa0AIKAp7hFd6cR+fFeXc+Fq0FJ585hj9wPn8A7DiP6g==</latexit>↵S
<latexit sha1_base64="R/ZfemcDAJgdMp8g52MbDievPmA=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqsdCLx4r2lpoQ5lsN+3SzSbuboQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhVJ0DNBJesZbgRrJMohlEg2EMwbsz8hyemNI/lvZkkzI9wKHnIKRordXookhH27/rlilt15yCrxMtJBXI0++Wv3iCmacSkoQK17npuYvwMleFUsGmpl2qWIB3jkHUtlRgx7Wfze6fkzCoDEsbKljRkrv6eyDDSehIFtjNCM9LL3kz8z+umJrz2My6T1DBJF4vCVBATk9nzZMAVo0ZMLEGquL2V0BEqpMZGVLIheMsvr5L2RdWrVWu3l5V6I4+jCCdwCufgwRXU4Qaa0AIKAp7hFd6cR+fFeXc+Fq0FJ585hj9wPn8A7DiP6g==</latexit>↵S

<latexit sha1_base64="R/ZfemcDAJgdMp8g52MbDievPmA=">AAAB73icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqsdCLx4r2lpoQ5lsN+3SzSbuboQS+ie8eFDEq3/Hm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCoreNUUdaisYhVJ0DNBJesZbgRrJMohlEg2EMwbsz8hyemNI/lvZkkzI9wKHnIKRordXookhH27/rlilt15yCrxMtJBXI0++Wv3iCmacSkoQK17npuYvwMleFUsGmpl2qWIB3jkHUtlRgx7Wfze6fkzCoDEsbKljRkrv6eyDDSehIFtjNCM9LL3kz8z+umJrz2My6T1DBJF4vCVBATk9nzZMAVo0ZMLEGquL2V0BEqpMZGVLIheMsvr5L2RdWrVWu3l5V6I4+jCCdwCufgwRXU4Qaa0AIKAp7hFd6cR+fFeXc+Fq0FJ585hj9wPn8A7DiP6g==</latexit>↵S

40



2. MSHT –S Depedence

MSHT20 Inclusive Jet or Dijet data?
Dijets may have some advantages here - 3D measurement now
possible, non-unitary nature of inclusive jets, etc
We have also investigated dijets instead:

I Obtain better fit quality at NNLO and aN3LO than inclusive jets.
I Moreover, dijet fit quality improves further slightly at aN3LO.

. Npts

‰2/Npts . Npts

‰2/Npts

Inclusive Jets NNLO aN3LO Dijets NNLO aN3LO
Total 472 1.39 1.43 Total 266 1.12 1.04

Total (+ATLAS
8 TeV jets) 643 1.67 1.61 Total 266 1.12 1.04

Limited e�ect on PDFs at aN3LO - gluon consistent between
dijets/inclusive jets. Dijets slightly more constraining on gluon.
Results here leading colour, full colour e�ects limited on PDFs.

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 14 / 29

T.C., L.A. Harland-Lang,
R.S. Thorne 2312.12505.

Jets vs. Dijets?
• Studied in detail in recent paper. Worth briefly mentioning here. Bottom line:
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★Potentially general reasons to prefer dijet data: non-unitary nature of inclusive jets, and potential for 3D 
distributions in dijets (more constraining!).

★Supported by our study: fit quality better in dijet case at both NNLO and aN3LO
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Figure 5: The gluon PDF resulting from the jet and dijet fits, with respect to the no jets/dijets case. The left (right)

plot corresponds to the NNLO (aN
3
LO) case. The top plots show the PDF ratio, including the 68% C.L. PDF errors,

while the bottom plots show the symmetrised errors. Also shown in both top plots are jet and dijet cases at aN
3
LO,

but with NNLO K-factors.

dijet rather than inclusive jet data in the fit, when both options are available. However when
and if the full correlations between the two data sets become available, this conclusion will need
to be reassessed.

2.3 Impact on PDFs

We next consider the impact of the fits described in the previous section on the PDFs. We begin
in Fig. 5 with the gluon PDF, as we expect jet and dijet data to have the largest impact in this
case, in particular at high x. We can see from the top left plot that at NNLO, while they are
consistent within errors, the jet and dijet data have somewhat di↵erent pulls on the gluon, with
the dijet data preferring a somewhat larger gluon. This is consistent with the reasonable degree
of tension observed in the two fits in Table 1, as well as with the fact that the dijet fit give a
rather better description of the ATLAS Z pT data [24], which is found to prefer a larger high x
gluon in the MSHT20 fit [1,9, 10]. At aN3LO, on the other hand, the pull on the gluon is more
consistent, which is again as expected from the smaller degree of tension observed between the
two fits in Table 1.

To investigate this further, we also show in Fig. 5 (right) the impact on the gluon at aN3LO,
but with NNLO K-factors. In this case the jet and dijet results show larger deviations at high x.
Indeed, in the left plot we also include the same Knnlo curves for comparison, and the di↵erence
between the jet and dijet case with NNLO K-factors is more similar to that at NNLO. For
the jet fit, the majority of the change in going to aN3LO can be seen to come from the other
aN3LO information in the fit, as in the right figure we can see that the full aN3LO and Knnlo

results are very similar. For the dijet fit, the trend is di↵erent, and the inclusion of aN3LO
K-factors does have some impact on the gluon. Overall, while we can see in the left figure that
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★Some difference in pull on gluon at NNLO, 
better consistency at aN3LO.

Figure 6: The impact of excluding EW corrections and taking µ = HT on the gluon PDF resulting from the jet

NNLO fits, with respect to the default (µ = p
j
?, with EW corrections) fit. The 68% C.L. PDF errors are shown for the

baseline fit only.
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Figure 7: The impact of including full colour (FC) corrections at NNLO for the CMS 8 TeV dijet data [17] in the

dijet fits at NNLO and aN
3
LO in QCD, with respect to the default fit to both data sets. The 68% C.L. PDF errors are

shown for the baseline and LC fits only.

the aN3LO (with NNLO K-factor) curves are somewhat closer than the pure NNLO case, the
impact of including aN3LO K-factors is more significant, bringing the jet and dijet gluons into
closer agreement. Thus, to a large extent the reduction in the (mild) tension between the jet
and dijet fits with respect to the high x gluon at aN3LO is due to the freedom allowed by the
parameterised K–factors at this order, and results in a gluon in the dijet fit that lies closer to
the jet case.

In terms of the PDF uncertainties, shown in the lower plots after symmetrising, a clear
but moderate reduction with respect to the no jets/dijets fit is observed. This reduction is
comparable between the jet and dijet fits, but overall the dijet fits give a larger reduction, at
both orders. While this relative improvement is quite small, it is worth noting that in terms of
the bare number of data points, the dijet data are over a factor of 2 less. Indeed, most of the
constraint comes from the CMS 8 TeV dijet data, which has a factor of ⇠ 5 less data points.
Although such a measure only provides a rough guide, it is clearly notable that even given this
the reduction of the gluon PDF uncertainty is slightly greater for the dijet fit; for a larger data
set we may expect further improvements.

In Fig. 6 we show the impact of excluding NLO EW corrections and separately of using
µ = HT rather than µ = pj? for the renormalisation/factorisation scale in the inclusive jet case,
corresponding to a subset of the fits in Tables 3, 4,5. We can see that the e↵ects are small and
always within the PDF uncertainties, but not entirely negligible, such that the central values
can approach close to the edge of the PDF uncertainty band of the baseline fit in some regions.
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★ Impact of full colour mild…

Note inclusive jets are 
fit in results so far!
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★NNLO: pull very different 
between jets and dijets.

★ aN3LO: this stabilises!

Figure 8: Posterior variations of the qg and gg splitting functions at the best fit value of ↵S(M
2
Z) = 0.117, as well

as for ↵S(M
2
Z) = 0.116, 0.118 indicated by the dashed red curves. In the most visible part of the plots, i.e. below

x ⇡ 10�2 the lower (upper) curves correspond to the values of 0.116 (0.118). Also shown are the prior and lower
order results, for comparison.

Figure 9: The �2 profile for the LHC jet (left) or dijet (right) data only as ↵S(M
2
Z) is scanned from 0.112 to 0.122,

comparing the PDF fits at NNLO, aN3LO and aN3LO with the K-factors fixed at the values corresponding to the
global best fit for ↵S(M

2
Z).

Figure 10: The �2 profile for the NNLO (left) and aN3LO (right) PDF fits as ↵S(M
2
Z) is scanned from 0.112 to

0.122, comparing the global total �2 profiles for the LHC inclusive jets fit with that including instead the dijets data.
The aN3LO plot also shows the effect of fixing the fitted aN3LO k-factors to the values corresponding to the global
best fit for ↵S(M

2
Z).
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★Translates into difference in 
global profiles:

Figure 8: Posterior variations of the qg and gg splitting functions at the best fit value of ↵S(M
2
Z) = 0.117, as well

as for ↵S(M
2
Z) = 0.116, 0.118 indicated by the dashed red curves. In the most visible part of the plots, i.e. below

x ⇡ 10�2 the lower (upper) curves correspond to the values of 0.116 (0.118). Also shown are the prior and lower
order results, for comparison.

Figure 9: The �2 profile for the LHC jet (left) or dijet (right) data only as ↵S(M
2
Z) is scanned from 0.112 to 0.122,

comparing the PDF fits at NNLO, aN3LO and aN3LO with the K-factors fixed at the values corresponding to the
global best fit for ↵S(M

2
Z).

Figure 10: The �2 profile for the NNLO (left) and aN3LO (right) PDF fits as ↵S(M
2
Z) is scanned from 0.112 to

0.122, comparing the global total �2 profiles for the LHC inclusive jets fit with that including instead the dijets data.
The aN3LO plot also shows the effect of fixing the fitted aN3LO k-factors to the values corresponding to the global
best fit for ↵S(M

2
Z).
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★Much better consistency at aN3LO, though at NNLO consistent within (dynamic tolerance) uncertainties:

In Fig. 9 we show the local ��
2 for the total LHC jet and dijet dataset in their respective

fits, while in Fig. 10 we show the corresponding global ��
2 profiles. At NNLO, we can see

that jet data show a distinct preference for rather lower value of ↵S(M2

Z), with a minimum at
⇠ 0.113 � 0.114. In the dijet case, on the other hand, there is a preference for a higher value,
with a minimum around ⇠ 0.120.

At aN3LO, the situation is rather similar in the jet case; this picture (and that at NNLO)
is broadly consistent with the individual breakdown shown in Fig. 4 in Section 2.2, where all
datasets other than the CMS 8 TeV jets favour such a low value. However, it is distinctly
di↵erent for the dijet fit, for which the minimum now lies around ⇠ 0.113, i.e. significantly
lower than at NNLO. One potential cause for this di↵erence in behaviour is that at aN3LO the
hadronic K–factors at this order are allowed to vary in the fit, guided by predetermined priors
centred at zero, see [34] for further details. As the ↵S dependence in the local fit qualities of
Fig. 9 is to some extent induced by the explicit ↵S dependence of the corresponding hadronic
K–factors, there will be some correlation with the variation in the aN3LO K–factors. This e↵ect
has been noted in previous sections for di↵erent datasets, in the context of the comparison
between NNLO and the aN3LO fits, and here we present a somewhat more detailed comparison.

Upon inspection we find that the aNLO K–factor parameter, which contains the dominant
↵S dependence, is directly anti–correlated with the value of the strong coupling for both the jet
and dijet fits. This freedom in the aN3LO K–factors may therefore lead to a modification of
the preferred value of ↵S . To investigate this, we also show the aN3LO profiles, but now with
the aN3LO K–factors fixed, for concreteness at the global best fit values of ↵S(M2

Z). We can
see that indeed the preferred value of ↵S(M2

Z) is now higher than with the K–factors free, but
lower than at NNLO, with a minimum at around ⇠ 0.117. In the jet case, on the other hand,
the result is roughly unchanged.

Therefore, the freedom in the aN3LO K–factors does indeed induce some change in the
preferred value of the strong coupling in the dijet fit, but there remains a further change due to
the overall e↵ect of working at this order. We note that while the values of the minima for the
three cases in Fig. 9 (right) are significantly di↵erent, the corresponding �

2 profiles are rather
shallow. Indeed, evaluating the corresponding confidence limits according to the hypothesis
testing criteria applied in the MSHT dynamic tolerance procedure, for the aN3LO dijet fit, the
local �2 minimum is at ⇠ 0.113, but with the 68% C.L. region covering ⇠ 0.108 � 0.118. For
the NNLO dijet fit, the local �2 minimum of the dijet data is at ⇠ 0.120, but with the 68% C.L.
region for this data covering ⇠ 0.116 � 0.124. For the aN3LO dijet fit, with the dijet aN3LO
K–factors fit to the ↵S(M2

Z) = 0.118 best fit values, the local �2 minimum for the dijet data is
at ⇠ 0.117, but with the 68% C.L. region for this data covering ⇠ 0.114� 0.120. Therefore, the
preferred values of the strong coupling are broadly consistent within their uncertainties. We can
see in particular that the freedom in the aN3LO K–factors, and their correlation with the value
of ↵S(M2

Z), leads to a shallower �
2 profile as ↵S(M2

Z) is changed and therefore to an increase
in the size of the uncertainty, with respect to the aN3LO case with the dijet K–factor fixed, but
also compared to the NNLO case.

In Fig. 10 we show the corresponding global �2 profiles. We note that the corresponding
inclusive jet profiles are identical, by construction, to those shown in Fig. 1. We can see that at
NNLO, the preferred value of the strong coupling is rather lower in the jet case in comparison to
the dijet. This is consistent with the local fit qualities discussed above, as well as qualitatively
with the CMS analyses of jet [61, 98] and dijet [97] data, although as these are performed at
NLO it is di�cult to draw firm comparisons. At aN3LO, on the other hand, we can see that the
preferred value of the strong coupling is now remarkably similar between the jet and dijet fits.

To be precise, the dijet best fit and uncertainties are given, after suitable symmetrising, by:

↵S(M
2

Z)(Dijet, NNLO) = 0.1181± 0.0012
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↵S(M
2
Z)(Jet, NNLO) = 0.1171± 0.0015

★But in tension with               :
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Summary/Outlook

★Parton Distribution Functions a key input in the LHC precision physics programme.
★Precise and accurate PDF determination crucial. Global PDF fits currently the best way to 

achieve this. 
★Have presented here the first global closure test of the MSHT fitting approach: 

parameterisation inflexibility not observed to be major contribution to error budget.
★But I have tried to motivate why an enlarged error definition is nonetheless needed in the 

complex environment of a global PDF fit.
★Approximate N3LO PDFs very well advanced - a lot is known and these improve accuracy 

of results along with missing higher order uncertainties.
★First strong coupling determination at aN3LO - perturbative convergence has been reached.

Thank you for listening!
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation. The PDF uncertainties calculated with a T 2 = 1 (T 2 = 10) fixed tolerance are
shown in purple (green) and the NNPDF4.0 (p. charm) input is given by the dashed red line. Results are shown as
a ratio to the L0 fits (the central value for the tolerance choices is by definition the same).
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Figure 3: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
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• However exact agreement between Hessian and MC replica approach only expected in exact Gaussian 
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Figure 7: A selection of PDFs at Q2 = 104 GeV2 that result from a L0 closure test fit to the NNPDF4.0 dataset,
using the MSHT20 parameterisation, now focussing on the high x region. The Hessian PDF uncertainties calculated
with a T 2 = 1 fixed tolerance are shown in purple (and are as in Fig. 3), while the result of MC replica generation
are shown in green. The NNPDF4.0 (p. charm) input is given by the dashed red line.
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xū, PDF errors, Q2 = 104 GeV2

MSHT (T 2
= 1)

MSHT replica
NNPDF4.0 (pch)

10�5 10�4 10�3 10�2 10�1

x

10�3

10�2

10�1

100
xd̄, PDF errors, Q2 = 104 GeV2

MSHT (T 2
= 1)

MSHT replica
NNPDF4.0 (pch)

10�5 10�4 10�3 10�2 10�1

x

10�3

10�2

10�1

100
xuV , PDF errors, Q2 = 104 GeV2

MSHT (T 2
= 1)

MSHT replica
NNPDF4.0 (pch)

10�5 10�4 10�3 10�2 10�1

x

10�2

10�1

100

101
xdV , PDF errors, Q2 = 104 GeV2

MSHT (T 2
= 1)

MSHT replica
NNPDF4.0 (pch)

Figure 6: PDF uncertainties at Q2 = 104 GeV2 that result from a closure test fit to the NNPDF4.0 dataset, using
the MSHT20 parameterisation. The Hessian PDF uncertainties calculated with a T 2 = 1 fixed tolerance are shown
in purple (and are as in Fig. 4), while the result of MC replica generation are shown in green. The NNPDF4.0 (p.
charm) input is also shown for comparison, although this plays no role in the closure test.
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high x

• MC replica uncertainty much larger here - helps improve matching with input set.

• Much more in line with NNPDF uncertainty. Perhaps MC replica propagation (rather than NN) playing 
(most?) significant role here?
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4 The role of the tolerance

As discussed above, in global PDF determinations there is a great deal of evidence for the need
to include a tolerance that increases the error ��2 = T error definition such that T > 1, where
the standard parameter fitting criterion would be to take T = 1, see e.g. [18–23]. Evidence for
this has been arrived at from various perspectives, but is in general based upon observation of
the global and dataset fit qualities in global PDF fits, with often significant departures observed
from the behaviour one might expect if the more stringent T = 1 parameter fitting criterion
were to apply. Indeed, the general global fit quality, even in the most recent approximate N3LO
fits [15, 16], which come from both fixed parameterisation and neural network approaches, is
⇠ 7 standard deviations away from unity. Beyond that, the tension between di↵erent datasets
entering the fit (or to be precise the data/theory combination) is often found to be larger than
what one would expect according to statistical fluctuations alone [NOTE: LHL – best refs
for that specific point?? Will also move some of this to introduction in the end].

4.1 General Remarks

Having set up the global closure test above, where so far exact data and theory consistency has
been assumed by construction, it is therefore interesting to consider a closure test but where
dataset inconsistencies are injected into the fit. We will do this in the following section, but
before doing so it is instructive to make some general remarks about the tolerance, and the
relationship between the Hessian and Monte Carlo replica approach, within the context of a
simple toy example.

We in particular consider the simplest possible case of a fit to two measured values, Di

(i = 1, 2), of a single observable O, with true value D0. The fit theoretical prediction, T ,
which we assume to be otherwise unconstrained, simply corresponds to the best fit value of the
observable, O, that comes from this pair of measurements. We will for simplicity assume that
the Di have the same experimental uncertainty, �, in which case we have

T0 =
1

2
(D1 + D2) , (11)

i.e. the best fit theory value is given by the average of the two data values. This is assumed for
simplicity, but we could readily take the errors to be di↵erent, in which case this would instead
be a suitable weighted average of the two measured values, and the discussion below would be
qualitatively unchanged. Similarly, generalising to the case of more than one datapoint in each
dataset would lead the basic result unchanged; we will briefly discuss this at the end of the
section.

Writing T = T0 + �T , it is straightforwards to show that the ��2 as we deviate from this
best fit value is simply given by

��2 =
2�T 2

�2
, (12)

i.e. it is independent of the specific value of T0 and the particular values of the Di. This is of
course completely consistent with the underlying statistics of the measurement, namely the the
��2 = 1 error is given by

�T = ± �p
2

(13)

as we would expect. In particular, the D1,2 are given by

D1,2 = D0 + ��1,2 , (14)

20
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�1,2 : univariate Gaussian

Independent of particular values of 
<latexit sha1_base64="2/N18b9Id+KwyaOyxMXiZlEW0ag=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgQcJukOgxoILHCOYByRJmJ51kyOzsMjMrhCUf4cWDIl79Hm/+jZNkD5pY0FBUddPdFcSCa+O6305ubX1jcyu/XdjZ3ds/KB4eNXWUKIYNFolItQOqUXCJDcONwHaskIaBwFYwvpn5rSdUmkfy0Uxi9EM6lHzAGTVWat32Uu+iMu0VS27ZnYOsEi8jJchQ7xW/uv2IJSFKwwTVuuO5sfFTqgxnAqeFbqIxpmxMh9ixVNIQtZ/Oz52SM6v0ySBStqQhc/X3REpDrSdhYDtDakZ62ZuJ/3mdxAyu/ZTLODEo2WLRIBHERGT2O+lzhcyIiSWUKW5vJWxEFWXGJlSwIXjLL6+SZqXsVcvVh8tS7S6LIw8ncArn4MEV1OAe6tAABmN4hld4c2LnxXl3PhatOSebOYY/cD5/AGCojvg=</latexit>

D1,2

For consistent case
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t0 =
1

2
(D1 +D2)
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t = t0 +�t
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�t = ± �p
2

this is correct.
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�1,2 : univariate Gaussian

Independent of particular values of 
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D1,2

For inconsistent case
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t0 =
1

2
(D1 +D2)
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t = t0 +�t
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�t = ± �p
2

this is incorrect.

where are �1,2 are normally distribution with unit variance, i.e. the D1,2 are sampled from a
normal distribution with true value D0 and error �. In this case, if the experiments corresponding
to D1 and D2 are repeated multiple times, then D0 will lie within the corresponding T0 ± |�T |
with 1� (⇠ 68%) frequency. Equivalently, the distribution of the fit T0 over multiple repeated
experiments will be centred on hT0i = D0 with standard deviation given by (13). In other
words, provided the underlying errors are faithful, and the measured Di are due to an underlying
distribution that is statistically consistent with the true value D0, then the ��2 = 1 error in the
fit value of T0 correctly indicates the expected 68% C.L. consistency of this with the underlying
true data value D0.

The above discussion then immediately tells us what will happen if there is some inconsis-
tency or tension in the measured data. We can in particular imagine that we instead have

D1,2 = a1,2 + (D0 + ��1,2) , (15)

where the �1,2 are drawn from the same normal distribution as before, i.e. for simplicity we
assume that the statistical error � is correctly known, though one could generalise to the case
where this is not true without adding to the discussion below. However, we now introduce
the a1,2 as constant o↵sets that represent the (unknown) sources of inconsistency in the two
measurements. Namely, they are non–zero in generating the measured values of D1,2, but
they are not accounted for in the fit, which still (now incorrectly) assumes that the D1,2 are
representative of the underlying true value D0 with statistical uncertainty �. In this case, the
best fit value of T0 would be given by the same average as in (11), which we can write explicitly
as

T0 =
1

2
(a1 + a2) + D0 +

�

2
(�1 + �2) , (16)

and applying the ��2 = 1 criterium would give exactly the same error (13) as before; as this
is independent of the particular value of T0 it will clearly be independent of the ai. This will
however no longer be statistically consistent with the underlying true value, D0. Indeed, if the
experiments are repeated multiple times we will have

hT0i =
1

2
(a1 + a2) + D0 , (17)

and so for non–zero a1,2 the average value of T0 will be o↵set from the true value of D0 in a
manner that is not accounted for by the quoted uncertainty (13). In other words, the ��2 = 1
uncertainty on the fit value of T0 does not account at all for any statistical deviation between the
measured Di and the true value D0 or any tension between the measured Di. The corresponding
error is in particular identical to the case of exact data/theory consistency above.

The above results can be understood rather intuitively. Namely, the uncertainty (13) corre-
sponds to the statistical uncertainty on the average (11) of the two measured values D1,2 that is
purely due to their statistical errors �1,2 = �. In the case of complete data/theory consistency
(a1,2 = 0) this is the correct statistical uncertainty on the fit to the true value D0, in e.g. the
frequentist sense described above. If we introduce some inconsistency (a1,2 6= 0) then (13) still
correctly corresponds to the statistical uncertainty, due to the errors �i = � on the average
of the two measured values D1,2, which will indeed be consistent with (17) at 68% confidence
according to the error given by (13). It is simply that this average is no longer representative of
the true value D0 due to the a1,2 6= 0 o↵set, and as the above discussion makes clear, the quoted
��2 = 1 uncertainty is unrelated to that disagreement.

If we consider instead the MC replica approach to uncertainty propagation, this should be
completely consistent with the discussion above, though it is worth verifying this for complete
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Tolerance: Toy Model
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t0 =
1

2
(D1 +D2)
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t = t0 +�t

Applying dynamic 
tolerance instead find
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�t / a1 � a2
i.e. larger spread to 
account for tension.
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3. MSHT –S Bounds

MSHT20 –S bounds - NNLO

Therefore upper/lower bounds are +0.0014/-0.0010 at NNLO.

–S,NNLO(M2
Z ) = 0.1171 ± 0.0014

Thomas Cridge DESY MSHT –S (M2
Z

) determination 6th February 2024 21 / 29

BCDMSp data
strongest constraint
upwards: �–S (M2

Z
)

= +0.0014.

ATLAS 8 TeV Z

data gives lower
bound: �–S (M2

Z
)

= ≠0.0010.

SLACp and ATLAS 8TeV
ZpT both give upper bound:

�–S (M2
Z

) = +0.0018.

CMS/ATLAS (dilepton)
tt̄ single di�. would
give lower/same upper –S

bound, but not used.

NMC deuteron,
ATLAS 8 TeV High
Mass DY give lower
bounds of �–S (M2

Z
) =

≠0.0017, ≠0.0018.

Consistent with World Average
of 0.1180 ± 0.0009.

Consistent with –S bounds
seen in previous studies,
and between orders
(NNLO and aN3LO).

Preliminary!

T.C., L.A. Harland-Lang, R.S. Thorne: Upcoming!50With thanks to T. Cridge



2. PDFs at approximate N3LO

Impact of aN3LO on ggF Higgs Production:
Consider impact of our aN3LO PDFs on known N3LO Higgs
production in gluon fusion32,33 - shift down due to change in gluon:

Increase in cross-section at N3LO compensated by reduction in PDFs
at aN3LO ∆ important to consider PDF and ‡ changes together.
aN3LO result lies within uncertainty band of full NNLO.
aN3LO PDF uncertainty bands enlarged - inclusion of MHOUs.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 18 / 44

Ô
s = 13 TeV

Results obtained using ggHiggs code50.

Note greater stability of full NNLO
and N3LO xsec + aN3LO PDF results

• Change in gluon corresponds to reduction in 
e.g. ggH at N3LO - improves stability.

2. PDFs at approximate N3LO

Impact of aN3LO on Drell-Yan production:
Consider impact of our aN3LO PDFs on Drell-Yan production at LHC,
e.g. Neutral current at mZ at 13 TeV:

Only small change in using aN3LO PDFs relative to NNLO PDFs.
Predictions with NNLO and aN3LO PDFs are stable.
PDF uncertainties dominate at NNLO and N3LO, indeed enlarged from
MSHT20aN3LO with inclusion of MHOUs.
Thomas Cridge Precision PDFs: MSHT perspective 17th May 2024 16 / 44

Produced using the n3loxs code49.

Note greater stability of full NNLO
and N3LO xsec + aN3LO PDF results• Some increase in NC 

DY - again mild 
improvement in stability.

• NNPDF have also produced aN3LO fit. Gluon qualitatively 
similar, but change smaller:

Stay tuned!

New Developments : aN3LO and missing higher orders
• PDF + pheno impact moderate but non-negligible:

Figure 4.2. The NLO, NNLO and aN3LO NNPDF4.0 PDFs at Q = 100 GeV. We display the up, antiup, down,
antidown, strange, antistrange, charm and gluon PDFs normalized to the aN3LO result. Error bands correspond to
one sigma PDF uncertainties, not including MHOUs on the theory predictions used in the fit.
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Figure 4.2. The NLO, NNLO and aN3LO NNPDF4.0 PDFs at Q = 100 GeV. We display the up, antiup, down,
antidown, strange, antistrange, charm and gluon PDFs normalized to the aN3LO result. Error bands correspond to
one sigma PDF uncertainties, not including MHOUs on the theory predictions used in the fit.
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Figure 36: (Continued) High-Q2 ratio plots showing the aN3LO 68% confidence intervals with
decorrelated (Hij+Kij) and correlated (H 0

ij
)K-factor parameters, compared to NNLO 68% confidence

intervals. Also shown are the central values at NNLO when fit to all non-HERA datasets which
show similarities with N3LO in the large-x region of selected PDF flavours. All plots are shown for
Q

2 = 104 GeV2.

high-x, combined with the increase in the gluon PDF at small-x (as these two ingredients are

convoluted together). Comparing with Fig. 95 in [3], we observe that the approximate N3LO

charm quark now follows a much closer trend to the CT18 PDF and is therefore even more

significantly di↵erent from the NNPDF NNLO fitted charm at large-x than MSHT20 at NNLO.

In the high-Q2 setting shown in Fig. 36 we observe similar albeit less drastic e↵ects to those

described above.

Also contained in Fig.’s 35 and 36 are the relative forms of NNLO PDFs when fit to all non-

HERA data (full �2 results are provided in Appendix B). Comparing the non-HERA NNLO

PDFs with aN3LO PDFs, there are some similarities in the shapes and magnitudes of a handful

of PDFs in the intermediate to large-x regime, most noticeably the light quarks. At small-x

the HERA data heavily constrains the PDF fit and therefore these similarities rapidly break
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Figure 5.4. Same as Fig. 5.1 for Higgs production in gluon-fusion and via vector-boson fusion.

they do not at NLO for VBF, nor at NLO and NNLO for associated production. The impact of using aN3LO
PDFs instead of NNLO PDFs at N3LO for NNPDF4.0 is very moderate for gluon fusion, somewhat more
significant for associated production, and more significant for VBF, in which it is comparable to the PDF
uncertainty. For MSHT20 instead a significant from using aN3LO instead of NNLO PDFs is also observed
for gluon fusion, where suppression of the cross-sections is seen when replacing NNLO with aN3LO PDFs.
This follows from the behaviour of the gluon luminosity seen in Fig. 4.19. The impact of MHOUs on the
PDFs is generally quite small on the scale of the PDF uncertainty at all perturbative orders, and essentially
absent for gluon fusion. For associated production it marginally improves perturbative convergence.

6 Summary and outlook

We have presented the first aN3LO PDF sets within the NNPDF framework, by constructing a full set
of approximate N3LO splitting functions based on available partial results and known limits, approximate
massive DIS coe�cient functions, and extending to this order the FONLL general-mass scheme for DIS
coe�cient functions. We now summarize the new PDF sets that we are releasing, our main conclusions on
their features, and our plans for future developments.

The NNPDF4.0 aN3LO PDF sets are available via the LHAPDF6 interface,

http://lhapdf.hepforge.org/ .

Specifically, we provide an aN3LO NNPDF4.0 set

NNPDF40 an3lo as 01180

that supplements the LO, NLO and NNLO sets of Ref. [37].
We also provide NLO and aN3LO NNPDF4.0MHOU sets

NNPDF40 nlo as 01180 mhou

NNPDF40 an3lo as 01180 mhou
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• Higgs: some difference 
between groups (in part 
due to newer theory)

• Drell Yan: some evidence 
it improves stability of 
N3LO prediction

NLO NNLO N3LO

Perturbative Order (ME)
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p
s = 13.6 TeV

30 GeV  m``  60 GeV

Neutral Current Drell Yan (PDF + MHOUs)

NNPDF4.0

NNPDF4.0 (NNLOpdf)

MSHT20

MSHT20 (NNLOpdf)

Figure 5.1. The inclusive neutral-current Drell-Yan production cross-section, pp ! �⇤/Z ! `+`�, for di↵erent
ranges of the dilepton invariant mass Q = m``, from low to high invariant masses (top to bottom). Results are shown
(left) comparing NLO, NNLO and aN3LO with matched perturbative order in the matrix element and PDF, and also
at aN3LO with NNLO PDFs using NNPDF4.0 and MSHT20 PDFs and (right) at aN3LO with PDFs without and
with MHOUs.
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aN3LO PDFs

• Comprehensive 
benchmarking study 
underway.

See talk by R. Thorne
15

Note ratios reversed wrt 
MSHT - direction of 
change is consistent!

Effect of MSHT fits with improved [14-16] splitting functions.

Note - no uncertainties used for improved splitting functions - only
central value. Now almost exclusively at small x.

�2
⇠ 50 worse than before (over 100 lower than NNLO) very largely at

small x - would improve at some level once uncertainty accounted for.

Use of (central value of) improved aN3LO splitting functions changes
aN3LO gluon a little compared to published MSHT PDFs, raising 1.5%
near x = 0.01.

Main features of aN3LO comparison to NNLO remain the same.

DIS 2024 – Apr. 2024 6

• Has lead to detailed benchmarking of 
evolution. MSHT: updating to latest 
result has mild impact.
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