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To consult the statistician after an experiment is 
finished is often merely to ask him to conduct a 
post mortem examination. He can perhaps say 
what the experiment died of.


Ronald Fisher
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Colliders with  
40 million events/second, 
detectors with 
100 million read-outs,

and massive theory-driven 
simulation codes



Complex reconstruction  
chain to turn 
low-level read-outs into 
high-level physics objects



Aggregate events, define phase 
space regions of interest & relevant 
summary statistics followed by

sophisticated final statistical analysis
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fraction measurements is required. The coupling fit presented here 
is performed within the κ framework53 with a set of parameters κ that 
affect the Higgs boson coupling strengths without altering any kin-
ematic distributions of a given process.

Within this framework, the cross-section times the branching frac-
tion for an individual measurement is parameterized in terms of the 
multiplicative coupling strength modifiers κ. A coupling strength 
modifier κp for a production or decay process via the coupling to a 
given particle p is defined as κ σ σ= /p p p

2 SM or κ Γ Γ= /p p p
2 SM, respectively, 

where Γp is the partial decay width into a pair of particles p. The param-
eterization takes into account that the total decay width depends on 
all decay modes included in the present measurements, as well as cur-
rently undetected or invisible, direct or indirect decays predicted by 
the standard model (such as those to gluons, light quarks or neutrinos) 
and the hypothetical decays into non-standard model particles. The 
decays to non-standard model particles are divided into decays to 
invisible particles and other decays that would be undetected owing 
to large backgrounds. The corresponding branching fractions for the 
two are denoted by Binv. and Bu., respectively.

In the following, three classes of models with progressively fewer 
assumptions about coupling strength modifiers are considered. Stand-
ard model values are assumed for the coupling strength modifiers of 
first-generation fermions, and the modifiers of the second-generation 
quarks are set to those of the third generation, except where κc is left 
free-floating in the fit. Owing to their small sizes, these couplings are 
not expected to noticeably affect any of the results. The ggF produc-
tion and the H → γγ and H → Zγ decays are loop-induced processes. 
They are either expressed in terms of the more fundamental coupling 
strength scale factors corresponding to the particles that contribute 
to the loop-induced processes in the standard model, or treated using 
effective coupling strength modifiers κg, κγ and κZγ, respectively. The 
latter scenario accounts for possible loop contributions from par-
ticles beyond the standard model. The small contribution from the 
loop-induced gg → ZH process is always parameterized in terms of the 
couplings to the corresponding standard model particles.

The first model tests one scale factor for the vector bosons, 
κV = κW = κZ, and a second, κF, which applies to all fermions. In general, 
the standard model prediction of κV = κF = 1 does not hold in extensions 
of the standard model. For example, the values of κV and κF would be 

less than 1 in models in which the Higgs boson is a composite particle. 
The effective couplings corresponding to the ggF, H → γγ and H → Zγ 
loop-induced processes are parameterized in terms of the fundamental 
standard model couplings. It is assumed that there are no invisible or 
undetected Higgs boson decays beyond the standard model, that is, 
Binv. = Bu. = 0. As only the relative sign between κV and κF is physical and 
a negative relative sign has been excluded with a high level of confi-
dence20, κV ≥ 0 and κF ≥ 0 are assumed. Figure 4 shows the results of a 
combined fit in the (κV, κF) plane. The best-fit values and their uncer-
tainties from the combined fit are κV = 1.035 ± 0.031 and κF = 0.95 ± 0.05, 
compatible with the standard model predictions. A relatively large 
positive correlation of 39% is observed between the two fit parameters, 
because some of the most sensitive input measurements involve the 
ggF production process (that is, via couplings to fermions) with sub-
sequent Higgs boson decays into vector bosons.

In the second class of models, the coupling strength modifiers for 
W, Z, t, b, c, τ and µ are treated independently. All modifiers are assumed 
to be positive. It is assumed that only standard model particles con-
tribute to the loop-induced processes, and modifications of the fermion 
and vector boson couplings are propagated through the loop calcula-
tions. Invisible or undetected non-standard model Higgs boson decays 
are not considered. These models enable testing of the predicted scal-
ing of the couplings of the Higgs boson to the standard model particles 
as a function of their mass using the reduced coupling strength mod-
ifiers κ g κ m/2vev = ( /vev)V V V V  for weak bosons with a mass mV and 
κFgF = κFmF/vev for fermions with a mass mF, where gV and gF are the 
corresponding absolute coupling strengths and ‘vev’ is the vacuum 
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Fig. 4 | Negative log-likelihood contours corresponding to 68% and 95% CL 
in the (κV, κF) plane. The data are obtained from a combined fit assuming no 
contributions from invisible or undetected non-standard model Higgs boson 
decays. The p value for compatibility of the combined measurement and the 
standard model (SM) prediction is 14%. Data are from ATLAS Run 2.
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Fig. 5 | Reduced Higgs boson coupling strength modifiers and their 
uncertainties. They are defined as κFmF/vev for fermions (F = t, b, τ, µ) and 

κ m /vevV V  for vector bosons as a function of their masses mF and mV. Two fit 
scenarios with κc = κt (coloured circle markers), or κc left free-floating in the fit 
(grey cross markers) are shown. Loop-induced processes are assumed to have 
the standard model (SM) structure, and Higgs boson decays to non-SM particles 
are not allowed. The vertical bar on each point denotes the 68% confidence 
interval. The p values for compatibility of the combined measurement and the 
SM prediction are 56% and 65% for the respective scenarios. The lower panel 
shows the values of the coupling strength modifiers. The grey arrow points in 
the direction of the best-fit value and the corresponding grey uncertainty bar 
extends beyond the lower panel range. Data are from ATLAS Run 2.
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Particle Data Primer

Particle collisions with ~1 MB/
event happen at a rate of 40 MHz


Distill to ~1 kHz via lossy, 
irreversible filtering algorithms 
(Trigger)


Samples i.i.d. from physics 
distribution (e.g. the Standard 
Model + potential new physics)

Based on first-principle mathematical 
model of physical theory and detector 
interaction


Full control over which process occurs


Uncertainty in detector calibration and 
natural constants encoded by 
performing multiple simulations, one per 
set of parameter values


“Data Data” “Simulated Data”



Particle Data Primer
Both types of data share common 
format and reconstruction 
software


Different ways of representation  
(all aligned with physical 
interpretation): 
-low-level readouts in ~100M 
channels 
-10s-100s of intermediate four-
vectors 
-O(10) high-level features


Message passing/attention-based 
models


One collision/event = “one image”
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A jet is a 
collimated shower of particles in the detector



top 
quark jet?

gluon jet?

bottom 
quark jet?

light quark  
jet?

We want to know 
which particle produced a jet



top 
quark jet?

bottom 
quark jet?

Why?

• Discover new particles

• Measure the Standard Model

gluon jet?

light quark  
jet?



top 
quark jet?

bottom 
quark jet?

Let’s focus on top quarks

(Modern taggers are multi-class)

gluon jet?

light quark  
jet?



top 
quark jet?

bottom 
quark jet?

How to build ML algorithms for complex, heterogenous data?

gluon jet?

light quark  
jet?



top 
quark jet?

bottom 
quark jet?

gluon jet?

light quark  
jet?Data most naturally viewed 

as point cloud:


Each input (e.g. jet, event, ..)  
is a set of k-dimensional vectors  
(individual particles, hits, ..)

Komiske, Metodiev, Thaler 1810.05165; Birk, GK, et al 2312.00123;
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Ji = {~p1, . . . , ~pn}

Flow Matching Beyond Kinematics: Generating Jets with Particle-ID and
Trajectory Displacement Information

Joschka Birk,1, ⇤ Erik Buhmann,1 Cedric Ewen,1 Gregor Kasieczka,1, 2 and David Shih3

1
Institute for Experimental Physics, Universität Hamburg

Luruper Chaussee 149, 22761 Hamburg, Germany
2
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3
New High Energy Theory Center, Rutgers University
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We introduce the first generative model trained on the JetClass dataset. Our model generates
jets at the constituent level, and it is a permutation-equivariant continuous normalizing flow (CNF)
trained with the flow matching technique. It is conditioned on the jet type, so that a single model can
be used to generate the ten di↵erent jet types of JetClass. For the first time, we also introduce a
generative model that goes beyond the kinematic features of jet constituents. The JetClass dataset
includes more features, such as particle-ID and track impact parameter, and we demonstrate that
our CNF can accurately model all of these additional features as well. Our generative model for
JetClass expands on the versatility of existing jet generation techniques, enhancing their potential
utility in high-energy physics research, and o↵ering a more comprehensive understanding of the
generated jets.

I. INTRODUCTION

Recently there has been considerable interest and
activity in generative modeling for jet constituents.
While showering and hadronization with standard
programs such as Pythia [1] and Herwig [2] is not
a major computational bottleneck at the LHC [3],
learning the properties of jets from data still has in-
teresting potential applications. For example, gen-
erative modeling at the jet constituent level can be
used to improve the performance of anomaly detec-
tion [4] techniques.

More generally, learning jets is an interesting lab-
oratory for method development. In particular, it
has been fruitful and e↵ective to view the jet con-
stituents as a high-dimensional point cloud, and
to devise methods for point cloud generative mod-
els that incorporate permutation invariance. This
route has led to a number of state-of-the-art ap-
proaches, recently explored in [5–14], that combine
di↵erent permutation-invariant layers such as trans-
formers [15] and the EPiC layer [7], with state-
of-the-art generative modeling frameworks such as
di↵usion [16–20] and flow matching [21–24]. Suc-
cessful models developed for jet point clouds can
also potentially be adapted to other important point
cloud generative modeling problems such as for fast
emulation of GEANT4 [25–27] calorimeter show-
ers [11, 13, 28, 29]. Finally, while event generation
with generative models has concentrated primarily
on low multiplicities and fixed structures [30–35], re-
cent, in-principle permutation invariant, approaches
exist as well [36, 37].

So far, e↵orts for jet generation have focused al-
most exclusively on the JetNet dataset of Refs. [38,
39]. Originally generated by [40], this dataset was
subsequently adopted in the works of Ref. [5] as

⇤
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FIG. 1: Schematic overview of the di↵erent jet con-
stituent features available in the JetClass dataset.
The horizontal line at the bottom represents the
beam axis and the circle on this line represents the
primary vertex (PV).

a benchmark dataset for jet generative modeling.
However, the JetNet dataset has a number of draw-
backs that are readily becoming apparent. First, its
limited size (180k jets per jet type) means there are
not enough jets in JetNet to facilitate the train-
ing of state-of-the-art generative models as well as
metrics such as the binary classifier metric [41, 42]
which require additional training data. Second, Jet-
Net uses small-radius (R = 0.4) jets (although the
description in [5] incorrectly states a cone-size of
R = 0.8 which is in disagreement with the observed
angular distribution of constituents). This can lead
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Status

Classic ML / 
O(10) features

Explicit Physical 
Symmetries

Transfer learning from 
larger dataset

3x+ gain in background 
rejection by going from 

classical ML on few low 
level features to deep 

architectures that know 
physics (either built-in or 

transfer learned)


See talk by Jonas



(Some) Current challenges

• “Calibration”: Domain adaptation 
between simulation and collider 
data


• Local vs global optimisation


• Uncertainty aware training


• Interpretability

ATL-PHYS-PUB-2022-039

See talk by Jesse, Oliver
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Figure 4: Illustration of the reverse di↵usion process. Starting from the initial

noise. The color scale corresponds to the point energy.

on additional quantities beyond multiplicity N and shower energy E.

In principle, one could add additional physically relevant quantities such as

the total visible energy, the center of gravity, or the shower start as explicit

conditioning features. However, such a choice of observables might bias the

generated showers. Instead, we opt for learning an additional global context vector

z to capture any other relevant distributions via an additional encoder.

This encoding is learned by an Equivariant Point Cloud (EPiC) Encoder

using three EPiC layers introduced in Ref. [27] with a hidden dimensionality of

128. The EPiC Encoder is conditioned on E and N and learns to encode the

original Geant4 point cloud into two latent space vectors µ and �. Similar to

the encoder in a VAE, µ and � are regularised towards a Gaussian distribution

with the Kullback-Leibler divergence (KLD) loss and the latent space z is sampled

with the reparametrization trick [44]. The KLD loss is given by:

LKLD = DKL(Z||N (0, 1)) = �
1

2

�
1 + log(�2) � µ2

� �2
�
, (6)

with the latent variables sampled via z ⇠ Z = N (µ,�2). We set the size of z to

256, the default in Ref. [32].

as fixed grid as point cloud 

Interaction of particles with  
multi-layer detectors to 
determine their initial energy 
(and type)


Measurement of energy, 
position, (and time) of 
secondary particle hits


Represent data as  
-fixed grid 
(3d matrix of detector 
elements, value=energy)

-point cloud 
(set of hits, each hit is a 3d 
vector with position+energy)
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 Paganini, Oliveira, Nachman 1705.02355; Butter, Diefenbacher, GK, et al 2008.06545;

See talk by Ramon, Tobias
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In this paper, we introduce a method for e�ciently generating jets in the field of High Energy
Physics. Our model is designed to generate ten di↵erent types of jets, expanding the versatility of jet
generation techniques. Beyond the kinematic features of the jet constituents, our model also excels in
generating informative features that provide insight into the types of jet constituents, such as features
that indicate if a constituent is an electron or a photon, o↵ering a more comprehensive understanding
of the generated jets. Furthermore, our model incorporates valuable impact parameter information,
enhancing its potential utility in high-energy physics research.

I. INTRODUCTION

Recently there has been considerable interest and
activity in generative modeling for jet constituents.
While showering and hadronization with standard
programs such as Pythia and Herwig is not a ma-
jor computational bottleneck at the LHC [1] what

about NLO generators?, generative modeling at
the jet constituent level still has potentially far-
reaching applications to anomaly detection [2] and
beyond. More generally it is also an interesting
laboratory for method development. In particular,
it has been fruitful and e↵ective to view the jet
constituents as a high-dimensional point cloud, and
to devise methods for point cloud generative mod-
els that incorporate permutation invariance. This
route has led to a number of state-of-the-art ap-
proaches, recently explored in [3–11], that combine
di↵erent permutation-invariant layers such as trans-
formers [12] and the EPiC layer [4], with state-of-
the-art generative modeling frameworks such as dif-
fusion [13–17] and flow-matching [18–21]. Successful
models developed for jet point clouds can also po-
tentially be adapted to other important point cloud
generative modeling problems such as for fast emu-
lation of GEANT4 calorimeter showers [9, 11].
So far this activity has focused almost exclusively

on the JetNet dataset of [22, 23]. Originally gener-
ated by [24], this dataset was subsequently adopted
in the works of [3] as a useful benchmark dataset
for jet generative modeling. However, the JetNet
dataset has a number of drawbacks that are readily
becoming apparent. First and foremost is the size –
since it is limited in size, there are not enough jets
in JetNet to facilitate the training of state-of-the-art
generative models as well as metrics such as the bi-
nary classifier metric which require additional train-
ing data. Second, JetNet uses small-radius (R = 0.4)
jets, despite saying otherwise in their papers. This

⇤
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FIG. 1: Schematic overview of the di↵erent jet con-
stituent features available in the JetClass dataset.
The horizontal line at the bottom represents the
beam axis and the circle on this line represents the
primary vertex (PV).

can lead to the problem that the decay products are
not fully contained in the jet, which can be seen e.g.
in distributions such as the jet mass for top quarks,
where there is a prominent secondary mass peak.
Finally, JetNet focuses solely on the kinematics of
the jet constituents, whereas there is a wealth of ad-
ditional information inside the jets that could also
be modeled, such as trajectory displacement, charge,
and particle ID as illustrated in Figure 1.

In this work, we introduce the first jet cloud
modeling on the much larger dataset of JetClass.
Other than demonstrating that existing techniques
scale well to this new dataset, we also tackle new
challenges introduced by the JetClass dataset, in-

Jet constituents

Event-level kinematics

Pile-up Interactions

Showers in complex high-
resolution calorimeters: 

as fixed grid 
as point cloud 

Surrogate Models
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Figure 1: Illustration of the training and sampling procedure of the

CaloClouds II model. When sampling with CaloClouds II (CM) only one

denoising step is performed.

of points Nuncal,G4 to the number of cell hits Ncell,G4 of the Geant4 showers

and pgen is a fit of the ratio of number of cell hits Ncell, gen to the (uncalibrated)

number of points Nuncal, gen of a given model. Hence, this polynomial fit pgen is

performed for each model separately. More details on the model components and

the calibrations can be found in Ref [40]. A schematic overview of the training

and sampling procedure is shown in Fig. 1.

In the following Sec. 3.1 we describe the continuous time di↵usion paradigm

implemented in the CaloClouds II model and in Sec. 3.2 we outline its

distillation into a consistency model, referred to as CaloClouds II (CM). Both

models use the same model components outlined above. Details on the training

and sampling hyperparameters are outlined in Sec. 3.3.

3.1. Di↵usion Model

The di↵usion model [34] used in the CaloClouds model is a Denoising Di↵usion

Probabilistic Model (DDPM) with the same discrete time steps during model

training and sampling [37,85]. Since the introduction of DDPM, subsequent works,

i.e. Refs. [38,67,86], have shown that it is advantageous to train a di↵usion model

with continuous time conditioning. This allows for a more flexible sampling regime

for which various SDE and ODE solvers with either a fixed or an adaptive number

of solving steps can be applied.

In the following, we outline the key parts of a di↵usion model based on the

paradigm outlined in Ref. [67]. The training of a di↵usion model starts by di↵using

Buhmann, .., GK, et al 2305.04847; Buhmann, .., GK et al 2309.05704; see e.g. CaloChallenge for 
comprehensive results

Example
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Figure 3: Histogram of the cell energies (left), radial shower profile (center), and

longitudinal shower profile (right) for Geant4, CaloClouds, CaloClouds II,

and CaloClouds II (CM). In the cell energy distribution, the region below

0.1 MeV is grayed out (see main text for details). All distributions are calculated

with 40,000 events sampled with a uniform distribution of incident particle energies

between 10 and 90 GeV. The bottom panel provides the ratio to Geant4. Values

outside the range are indicated by small triangles.

4.1. Physics Performance

In this Section, we compare various calorimeter shower distributions from Ref. [40]

between the Geant4 test set and datasets generated using CaloClouds,

CaloClouds II, and CaloClouds II (CM). First, we compare various cell-level

and shower observables calculated from the model generated showers to Geant4

simulations with samples of incident photons with energies uniformly distributed

between 10 and 90 GeV (also referred to as full spectrum). In Fig. 3 we investigate

three representations of the energy distributed in the calorimeter cells, namely

the per-cell energy distribution (left), the radial shower profile (center) and the

longitudinal shower profile (right). The per-cell energy distribution contains the

energy of the cells of all showers in the test dataset. The peak of the distribution at

about 0.2 MeV corresponds to the most probable energy deposition of a minimum

ionising particle (MIP) in the silicon sensor. For downstream analyses a cell energy

cut at half a MIP is applied, since below this threshold the sensor response is

indistinguishable from electronic noise. Hence this cut was applied to all showers

when calculating the shower observables and scores in this section. All models
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Figure 5: Relative deviation of the training sample (left) and the GANned events (right) for
the 2D Gaussian ring. We show the same 7⇥ 7 2D-quantiles as in Fig. 4,

separately, remembering that the network is trained on Cartesian coordinates. In our setup
the GAN learns the peaked structure of the radius, with an amplification factor around four,
much better than the flat distribution in the angle, with an amplification factor below two.
Both of these amplification factors are computed for ten quantiles, to be compared with the
1D-result in Fig. 2. We can combine the two dimensions and define 7⇥ 7 quantiles, to ensure
that the expected number of points per quantile remains above one. The 2D amplification
factor then comes out slightly above three, marginally worse than the 50 1D-quantiles shown
in Fig. 2. One could speculate that for our simple GAN the amplification factor is fairly
independent of the dimensionality of the phase space.

We illustrate the 49 2D-quantiles in Fig. 5, where the color code indicates the relative
deviation from the expected, homogeneous number of 100/49 events per quantile. We see the
e↵ect of the GAN improvement with more subtle colors in the right panel. While it is hard
to see the quality of the GAN in radial direction, we observe a shortcoming in the azimuthal
angle direction, as expected from Fig. 4. We also observe the largest improvement from the
GAN in the densely populated regions (as opposed to the outside) which agrees with the
network learning to interpolate.

4 Multi-dimensional spherical shell

To see the e↵ect of a higher-dimensional phase space we further increase the number of
dimensions to five and change the Gaussian ring into a spherical shell with uniform angular
density and a Gaussian radial profile

P (r) = N4,1(r) +N�4,1(r)

(4)

with radius r � 0 and angles '1,..,4.

Even if we limit ourselves to the hard scattering, around ten phase space dimensions is
typical for LHC processes we would like to GAN [19]. In typical LHC applications, the number

8
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Figure 4: Differential distributions for the observables given in Eq.(2) from GEANT4
and from the VAE-GAN-generated images. Errors of the validation set (grey) and the
training set (orange) correspond to the Poisson-error per bin, while the uncertainty
on the VAE-GAN line (blue) is illustrated by the standard deviation of three indepen-
dent trainings on the 1k training data. All histograms are normalized, such that all
bins add up to one. The insets show the ratio to the high-statistics estimate of the
truth distribution.

and our VAE-GAN, but now using the high-statistics validation set. Figure 4 shows a set of
distributions for 1k shower images used for a single VAE-GAN training and 1000k showers
from the corresponding generative network. They are compared to the validation set of 218k
GEANT4 showers. In addition to the continuous distributions we also show the number of
active pixels per image. First, we see that statistical fluctuations of the training set propagate
into under- and over-densities of the learned distributions. One prominent difference is the
number of active pixels, which can be attributed to the under-estimation of the number of low
energy hits below 5 MeV. The remaining learned distributions are smoother and show fewer
fluctuations than the training data. For the visible per-pixel energy, the VAE-GAN interpolates
into the sparsely populated interval between around 2 and 120 MeV even though the training
set does not include a single pixel in this range. Previous work has shown [30] how to correct
the low-energy behavior through an additional, consecutively trained post-processing network,
using an maximum mean discrepancy loss [18,57] on the pixel energy spectrum. Here we skip
this post-processing and instead focus on the statistical properties of the generated data for
visible pixel energies above 5 MeV.

Quantiles

We now turn to quantifying the efficacy of the VAE-GAN, given the strong performance shown
in Fig. 4. Like in Sec. 2, we could use standard histograms with bins of equal size. However,
in this case the occupation number of the bins strongly depend on the assumed support of the
distributions and on the binning. To avoid zero bins and sparse distributions we have to define
the ranges and binnings by hand, making this strategy inconsistent in evaluation. Instead,
we now split the support of the distributions into bins of equal probability weight, so-called
quantiles, forming the set Q. We generate the quantiles for a given distribution by iteratively

6

SciPost Physics Submission

quantile values

DJS(g, p) =
1
2

X

Qi2Q

Ç
gi log

gi
1
2(gi + pi)

+ pi log
pi

1
2(gi + pi)

å
. (5)

Just like the DJS, this estimate lies between zero and log 2. It turns into the continuous DJS
between the histogram estimators

g(x) =
X

Qi2Q

gi

vol(Qi)
1Qi
(x) =
X

Qi2Q

#{x 0 2Qi | x 0 2 G}
#G · vol(Qi)

1Qi
(x)

and p(x) =
X

Qi2Q

pi

vol(Qi)
1Qi
(x) ,

(6)

with vol the n-dimensional volume, 1Qi
the indicator function of the i-th quantile and G all

showers in either an evaluation set of GEANT4 samples or in the generated set. As for all
histogram estimators, independent of the choice of bin edges, the overall number of bins, the
cardinality of the fitted set, as well as the number of showers per bin have to go to infinity
for the estimator to converge to the underlying distribution. As DJS goes to zero, the two
distributions g and p are identical.

To determine the quality of our generative model relative to truth or validation distribu-
tions, we look at the dependence of the Jensen–Shannon divergence DJS on the number of
quantiles nquant we can reliably construct. This will allow us to gauge where the density es-
timation underlying the VAE-GAN beats the statistically limited training data. As discussed
earlier, we estimate the uncertainty on DJS for the 5k and 10k evaluation sets of GEANT4 data
from five independent sets each.

4 16 64 256 1k 4k 16k
nquant

10�1

10�2

10�3

10�4

10�5

1k 5k

10k 50k

1k�1000k

218k validation
showers

DJS

Evis

Geant4

VAE-GAN

Figure 6: Dependence of DJS on the number of quantiles nquant for different amounts
of GEANT4 data (orange) and VAE-GAN data (blue) for the observables given in
Eq.(2). Solid lines indicate meaningful, non-sparse quantile sets. The 1k GEANT4
samples were also used to train the VAE-GAN. Errors are calculated as the standard
deviation from five datasets. For 50k we omit the negligible errors.
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Figure 1. Left: Histogram of one training data set (10, 000 points). The data follows a ring structure with a
sharp edge at A = 4 and a long tail to higher radii. Mid: Marginal distribution of the training data in radial
direction. Right: 5 ⇥ 5 quantiles generated from a data set of 10" points and filled with the training data.
The quantiles are constructed with equal probability of the truth data to fall into every quantiles.

4 Toy Setup

4.1 Gamma Function Ring

Similar to previous studies on data amplification [5], we employ the CNF on a low-dimensional
ring distribution. Within this paper, we limit the study to two dimensions for illustrative purposes
and to reduce computational costs. Nevertheless, the calibration can be executed analogously for
higher dimensional distributions. We generate samples from a ring distribution with an unsteady
edge at a radius of A = 4, by sampling in spherical coordinates from

q ⇠ uniform(0, 2c) and A � 4 ⇠ �(U, V)

with parameters U = V = 2 for the Gamma distribution. Per training, we use an independent sample
of # = 10, 000 points. Before passing the data to the CNF, we transform into Cartesian coordinates
to obtain the ring shape shown in Figure 1. This construction allows us to estimate the behaviour of
the uncertainties at distribution edges and simultaneously prevents divergences of the probability
distribution in (G, H) = (0, 0).

4.2 Hyperparameter Choices

Due to the low dimensionality of the toy example, we do not need to employ complicated archi-
tectures to obtain a good approximation of the vector-field ẼC (·, \). Based on a small grid search,
a Multi-Layer Perceptron with 3 layers of 32 nodes and ELU activation is deemed to be sufficient.
Each of the 3 layers takes the time variable C as an additional input. The neural network part of the
CNF thus totals a mere 2498 parameters.

When parameterizing the weight posterior approximation c̃(\) as an uncorrelated Normal
distribution, as is standard in VIB [17], the number of parameters consequently doubles. For VIB
we train using the Adam optimizer [32] at a learning rate of 10�3 for up to 250k epochs of 10 batches
of 1000 datapoints each. To prevent overfitting, we evaluate the model at the earliest epoch after
convergence of the KL-loss term. This point depends on the choice of : and varies between 75k for
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Figure 1. Left: Histogram of one training data set (10, 000 points). The data follows a ring structure with a
sharp edge at A = 4 and a long tail to higher radii. Mid: Marginal distribution of the training data in radial
direction. Right: 5 ⇥ 5 quantiles generated from a data set of 10" points and filled with the training data.
The quantiles are constructed with equal probability of the truth data to fall into every quantiles.

4 Toy Setup

4.1 Gamma Function Ring

Similar to previous studies on data amplification [5], we employ the CNF on a low-dimensional
ring distribution. Within this paper, we limit the study to two dimensions for illustrative purposes
and to reduce computational costs. Nevertheless, the calibration can be executed analogously for
higher dimensional distributions. We generate samples from a ring distribution with an unsteady
edge at a radius of A = 4, by sampling in spherical coordinates from

q ⇠ uniform(0, 2c) and A � 4 ⇠ �(U, V)

with parameters U = V = 2 for the Gamma distribution. Per training, we use an independent sample
of # = 10, 000 points. Before passing the data to the CNF, we transform into Cartesian coordinates
to obtain the ring shape shown in Figure 1. This construction allows us to estimate the behaviour of
the uncertainties at distribution edges and simultaneously prevents divergences of the probability
distribution in (G, H) = (0, 0).

4.2 Hyperparameter Choices

Due to the low dimensionality of the toy example, we do not need to employ complicated archi-
tectures to obtain a good approximation of the vector-field ẼC (·, \). Based on a small grid search,
a Multi-Layer Perceptron with 3 layers of 32 nodes and ELU activation is deemed to be sufficient.
Each of the 3 layers takes the time variable C as an additional input. The neural network part of the
CNF thus totals a mere 2498 parameters.

When parameterizing the weight posterior approximation c̃(\) as an uncorrelated Normal
distribution, as is standard in VIB [17], the number of parameters consequently doubles. For VIB
we train using the Adam optimizer [32] at a learning rate of 10�3 for up to 250k epochs of 10 batches
of 1000 datapoints each. To prevent overfitting, we evaluate the model at the earliest epoch after
convergence of the KL-loss term. This point depends on the choice of : and varies between 75k for
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Figure 3. Mean empirical coverage for confidence intervals calculated from 50 drawings from the VIb
approximation of the Bayesian weight posterior with 4 different hyperparameter settings. Larger : increases
the dependence of the fit on the prior. The empirical coverage is calculated from 5 independent runs and
averaged over all quantiles. The panels again show a clear dependence of the calibration on the number of
quantiles increasing from left to right.

Figure 2 shows the mean empirical coverage over all quantiles for 50 values of the nominal
coverage linearly spaced between 0 and 1 and over three different numbers of quantiles. For a well
calibrated uncertainty estimation, the empirical estimate closely follows the nominal coverage and
the resulting curve is close to the diagonal of the plot. For Figure 2 we can see that high noise levels
in the MCMC chain lead to overestimated errors and a prediction that is underconfident on average.
Inversely, low noise levels lead to overconfident predictions. From our chosen grid, f = 0.1 shows
the best agreement.

It further becomes apparent that the calibration depends on the number of quantiles. For
lower numbers of quantiles, the fluctuations in the generated distribution average out and both the
mean prediction and error estimation are more precise, while for higher numbers of quantiles good
calibration becomes challenging while limited to 10 posterior samples.

For VIB in Figure 3, where we evaluate 50 posterior samples, calibration seems to improve for
high =&. While at lower numbers only a very small prior trade-off : leads to overconfident intervals
and larger values result in underconfident predictions, at higher numbers of quantiles previously
underconfident predictions appear well calibrated.

5.1 Scaling with the Number of Quantiles

To further investigate the calibration of our Bayesian generative neural networks, we pick the
seemingly best calibrated parameter settings for both methods. For AdamMCMC this is f = 0.1 and
for VIB : = 10. We generate =MCMC = =VIB = 50 samples from the posterior for both methods
now and evaluate the scaling with the number of quantiles in more detail.

As we do not want to evaluate one calibration plot for each quantile, we reduce the diagonal
calibration plots by calculating the mean (absolute) deviation between empirical and nominal
coverage

MD = h2̄ � 2i
22 [0,1] and MAD = h|2̄ � 2 |i

22 [0,1] , (5.5)
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Figure 5. Left: Amplification estimate generated by equating the error prediction per bin for both BNNs to
the Poisson error of an independent data set. Higher uncertainty results in lower amplification. Errorbars
are calculated from the ensemble of 5 runs done per BNN method. Again, we use 50 samples of the weight
posterior (approximation) for both methods. The faint solid lines show the result of exponential linear fit
(least squares) to the last 8 points. Right: The mean estimate over all quantiles converges to a constant value
at high numbers of quantiles resulting in linear scaling of the amplification with the number of quantiles.

could decrease for a less underconfident model. For highly granular binning, we find amplification
estimates of more than a factor 100.

For smaller training statistics, we expect a higher initial amplification at low numbers of bins,
while the corresponding larger uncertainty estimate will result in a flatter slope. The number of
quantiles where an amplification larger than 1 first occurs will be smaller in such a case. Higher
training statistics on the other hand will lead to a steeper slope and a later trade-off point. The
results of [5] imply, that amplification effects are stronger in larger data spaces, due to the reduced
density of the training data.

Similar calculations can be done for arbitrary binnings to justify the use of generative machine
learning in a specific analysis. The evaluation of the Bayesian uncertainty prediction however
requires the calculation of multiple sets of fast-simulation data points. This reduces the speed
benefits of applying generative machine learning over more classical tools like MCMC simulation
or inference.

6.1 Checking Amplification with Jensen-Shannon Divergence

To test how well the sum over all bin estimates

#̂ =
=bins’
9=1

Ĉ 9

actually gauges the size of an equivalent independent data set, we calculate the Jensen-Shannon
(JS) divergence

⇡̄JS(?, @) =
1
2

=bins’
9=1

 
? 9 log

? 9

1
2 (? 9 + @ 9)

+ @ 9 log
@ 9

1
2 (? 9 + @ 9)

!
(6.2)

between the histogram estimation of the density in our quantiles and the known data distribution.
The JS divergence is bounded by 0 and log 2, with smaller values indicating similarity between the
compared distributions.
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Figure 6. Jensen-Shannon divergence between the mean prediction by the Bayesian CNFs and the true data
distribution (solid line) and between a uncorrelated data set of the size predicted by the BNN error estimate
and the true data (dashed line). Both divergences align only for well calibrated uncertainties (AdamMCMC
at high numbers of quantiles) and indicate over- and underestimated errors otherwise. Uncertainties are
reported from the ensemble of 5 independent runs done for estimation of the empirical coverage.

In our toy setup, the bins are constructed as quantiles. We evaluate the JS divergence for
? 9 =

6̄ 9

1000·=& , the mean prediction of the BNN relative to total number generated, and @ 9 = 1/=&
the probability per quantile when sampling from the data distribution. In Figure 6, we compare it
to the JS divergence for ? 9 = C 9/#̂ , the relative population of the quantiles for a set of #̂ points
drawn from the truth distribution, and the true quantile count @ 9 = 1/=& for a large range of =&.

Where the BNN is well calibrated, i.e. for AdamMCMC and =& > 103, the quality of the mean
prediction lines up with the results of the uncorrelated set drawn to the size of the BNN errors.
The Bayesian coefficient of variation correctly predicts the equivalent uncorrelated statistics. At
lower numbers of quantiles, the error is overestimated. Consequently, the statistical equivalent is
underestimated. This can also be observed for the VIB-CNF. However, for large number of quantiles
where the uncertainty at low radii is underestimated, see Section 5.2, the performance of the mean
prediction is worse than anticipated by the BNN. Good calibration on the full data space therefore
is important for a reliable prediction of #̂ .

7 Conclusion

In the previous chapters, we present a novel evaluation of the uncertainty provided by a Bayesian
generative neural network in a histogram. To this end, we propose constructing confidence intervals
per histogram bin and compare the nominal coverage of the constructed interval to the empirical
coverage obtained from a small ensemble of BNNs.

We observe a strong dependence of the calibration on the parameters of both a VIB-CNF and
an MCMC-sampled CNF. Furthermore, we find a strong tendency to oversmooth with strong priors
leading to underestimation of the data density and corresponding error at the non-differentiable inner
edge of our toy distribution. While present in both approaches, this behavior was predominantly
displayed by the VIB-CNFs.

– 14 –
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prior spectrum t(0)j = Pr0(truth is j), IBU proceeds iter-
atively according to the equation:

t(n)
j =

X

i

Prn�1(truth is j | measure i) Pr(measure i)

=
X

i

Rijt
(n�1)
j

P
k Rikt(n�1)

k

⇥ mi, (2)

where n is the iteration number.
OmniFold uses machine learning to generalize Eq. (2)

to the unbinned, full phase space. A key concept for this
approach is the likelihood ratio:

L[(w, X), (w0, X 0)](x) =
p(w,X)(x)

p(w0,X0)(x)
, (3)

where p(w,X) is the probability density of x estimated
from empirical weights w and samples X. The function
L[(w, X), (w0, X 0)](x) can be approximated using a clas-
sifier trained to distinguish (w, X) from (w0, X 0). This
property has been successfully exploited using neural net-
works for full phase-space Monte Carlo reweighting and
parameter estimation [18, 22–26]. Here, we use neural
network classifiers to iteratively reweight the particle-
and detector-level Monte Carlo weights, resulting in an
unfolding procedure.

The OmniFold technique is illustrated in Fig. 1. In-
tuitively, synthetic detector-level events (“simulation”)
are reweighted to match experimental data (“data”), and
then the reweighted synthetic events, now evaluated at
particle-level (“generation”), are further reweighted to
estimate the true particle-level information (“truth”).
The starting point is a synthetic Monte Carlo dataset
composed of pairs (t, m), where each particle-level event
t is pushed through the detector simulation to obtain a
detector-level event m. Particle-level events have initial
weights ⌫0(t), and when t is pushed to m, these become
detector-level weights ⌫push

0 (m) = ⌫0(t). OmniFold it-
erates the following steps:

1. !n(m) = ⌫push
n�1 (m) L[(1, Data), (⌫push

n�1 , Sim.)](m),

2. ⌫n(t) = ⌫n�1(t) L[(!pull
n , Gen.), (⌫n�1, Gen.)](t).

The first step yields new detector-level weights !n(m),
which are pulled back to particle-level weights !pull

n (t) =
!n(m) using the same synthetic pairs (t, m). Note that
⌫push and !pull are not, strictly speaking, functions be-
cause of the multi-valued nature of the detector simula-
tion. The second step ensures that ⌫n is a valid weighting
function of the particle-level quantities.

Assuming ⌫0(t) = 1, in the first iteration Step 1 learns
!1(m) = pData(m)/pSim.(m), which is pulled back to the
particle-level weights !pull

1 (t). Step 2 simply converts

the per-instance weights !pull
1 (t) to a valid particle-level

weighting function ⌫1(t). After one iteration, the new
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FIG. 1. An illustration of OmniFold, applied to a set of syn-
thetic and natural data. As a first step, starting from prior
weights ⌫0, the detector-level synthetic data (“simulation”) is
reweighted to match the detector-level natural data (simply
“data”). These weights !1 are pulled back to induce weights
on the particle-level synthetic data (“generation”). As a sec-
ond step, the initial generation is reweighted to match the new
weighted generation. The resulting weights ⌫1 are pushed for-
ward to induce a new simulation, and the process is iterated.

induced truth is:

⌫1(t) pGen.(t) =

Z
dm0 pGen.|Sim.(t|m0) pData(m

0). (4)

This is a continuous version of IBU from Eq. (2), where
the sum has been promoted to a full phase-space inte-
gral. In fact, OmniFold (and IBU) are iterative strate-
gies that converge to the maximum likelihood estimate
of the true particle-level distribution [27–31], which we
discuss in detail in the Appendix. After n iterations, the
unfolded distribution is:

p(n)
unfolded(t) = ⌫n(t) pGen.(t). (5)

The unfolded result can be presented either as a set of
generated events {t} with weights {⌫n(t)} (and uncer-
tainties) or, more compactly, as the learned weighting
function ⌫n and instructions for sampling from pGen..

To demonstrate the versatility and power of Omni-
Fold, we perform a proof-of-concept study relevant for
the LHC. Specifically, we unfold the full radiation pat-
tern (i.e. full phase space) of jets, which are collimated
sprays of particles arising from the fragmentation and
hadronization of high-energy quarks and gluons. Jets
are an ideal environment in which to benchmark unfold-
ing techniques, since detector e↵ects often account for
a significant portion of the experimental measurement
uncertainties for many jet substructure observables [32].
With the radiation pattern unfolded, one can obtain the
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prior spectrum t(0)j = Pr0(truth is j), IBU proceeds iter-
atively according to the equation:

t(n)
j =

X

i

Prn�1(truth is j | measure i) Pr(measure i)

=
X

i

Rijt
(n�1)
j

P
k Rikt(n�1)

k

⇥ mi, (2)

where n is the iteration number.
OmniFold uses machine learning to generalize Eq. (2)

to the unbinned, full phase space. A key concept for this
approach is the likelihood ratio:

L[(w, X), (w0, X 0)](x) =
p(w,X)(x)

p(w0,X0)(x)
, (3)

where p(w,X) is the probability density of x estimated
from empirical weights w and samples X. The function
L[(w, X), (w0, X 0)](x) can be approximated using a clas-
sifier trained to distinguish (w, X) from (w0, X 0). This
property has been successfully exploited using neural net-
works for full phase-space Monte Carlo reweighting and
parameter estimation [18, 22–26]. Here, we use neural
network classifiers to iteratively reweight the particle-
and detector-level Monte Carlo weights, resulting in an
unfolding procedure.

The OmniFold technique is illustrated in Fig. 1. In-
tuitively, synthetic detector-level events (“simulation”)
are reweighted to match experimental data (“data”), and
then the reweighted synthetic events, now evaluated at
particle-level (“generation”), are further reweighted to
estimate the true particle-level information (“truth”).
The starting point is a synthetic Monte Carlo dataset
composed of pairs (t, m), where each particle-level event
t is pushed through the detector simulation to obtain a
detector-level event m. Particle-level events have initial
weights ⌫0(t), and when t is pushed to m, these become
detector-level weights ⌫push

0 (m) = ⌫0(t). OmniFold it-
erates the following steps:

1. !n(m) = ⌫push
n�1 (m) L[(1, Data), (⌫push

n�1 , Sim.)](m),

2. ⌫n(t) = ⌫n�1(t) L[(!pull
n , Gen.), (⌫n�1, Gen.)](t).

The first step yields new detector-level weights !n(m),
which are pulled back to particle-level weights !pull

n (t) =
!n(m) using the same synthetic pairs (t, m). Note that
⌫push and !pull are not, strictly speaking, functions be-
cause of the multi-valued nature of the detector simula-
tion. The second step ensures that ⌫n is a valid weighting
function of the particle-level quantities.

Assuming ⌫0(t) = 1, in the first iteration Step 1 learns
!1(m) = pData(m)/pSim.(m), which is pulled back to the
particle-level weights !pull

1 (t). Step 2 simply converts

the per-instance weights !pull
1 (t) to a valid particle-level

weighting function ⌫1(t). After one iteration, the new
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FIG. 1. An illustration of OmniFold, applied to a set of syn-
thetic and natural data. As a first step, starting from prior
weights ⌫0, the detector-level synthetic data (“simulation”) is
reweighted to match the detector-level natural data (simply
“data”). These weights !1 are pulled back to induce weights
on the particle-level synthetic data (“generation”). As a sec-
ond step, the initial generation is reweighted to match the new
weighted generation. The resulting weights ⌫1 are pushed for-
ward to induce a new simulation, and the process is iterated.

induced truth is:

⌫1(t) pGen.(t) =

Z
dm0 pGen.|Sim.(t|m0) pData(m

0). (4)

This is a continuous version of IBU from Eq. (2), where
the sum has been promoted to a full phase-space inte-
gral. In fact, OmniFold (and IBU) are iterative strate-
gies that converge to the maximum likelihood estimate
of the true particle-level distribution [27–31], which we
discuss in detail in the Appendix. After n iterations, the
unfolded distribution is:

p(n)
unfolded(t) = ⌫n(t) pGen.(t). (5)

The unfolded result can be presented either as a set of
generated events {t} with weights {⌫n(t)} (and uncer-
tainties) or, more compactly, as the learned weighting
function ⌫n and instructions for sampling from pGen..

To demonstrate the versatility and power of Omni-
Fold, we perform a proof-of-concept study relevant for
the LHC. Specifically, we unfold the full radiation pat-
tern (i.e. full phase space) of jets, which are collimated
sprays of particles arising from the fragmentation and
hadronization of high-energy quarks and gluons. Jets
are an ideal environment in which to benchmark unfold-
ing techniques, since detector e↵ects often account for
a significant portion of the experimental measurement
uncertainties for many jet substructure observables [32].
With the radiation pattern unfolded, one can obtain the
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prior spectrum t(0)j = Pr0(truth is j), IBU proceeds iter-
atively according to the equation:

t(n)
j =

X

i

Prn�1(truth is j | measure i) Pr(measure i)

=
X

i

Rijt
(n�1)
j

P
k Rikt(n�1)

k

⇥ mi, (2)

where n is the iteration number.
OmniFold uses machine learning to generalize Eq. (2)

to the unbinned, full phase space. A key concept for this
approach is the likelihood ratio:

L[(w, X), (w0, X 0)](x) =
p(w,X)(x)

p(w0,X0)(x)
, (3)

where p(w,X) is the probability density of x estimated
from empirical weights w and samples X. The function
L[(w, X), (w0, X 0)](x) can be approximated using a clas-
sifier trained to distinguish (w, X) from (w0, X 0). This
property has been successfully exploited using neural net-
works for full phase-space Monte Carlo reweighting and
parameter estimation [18, 22–26]. Here, we use neural
network classifiers to iteratively reweight the particle-
and detector-level Monte Carlo weights, resulting in an
unfolding procedure.

The OmniFold technique is illustrated in Fig. 1. In-
tuitively, synthetic detector-level events (“simulation”)
are reweighted to match experimental data (“data”), and
then the reweighted synthetic events, now evaluated at
particle-level (“generation”), are further reweighted to
estimate the true particle-level information (“truth”).
The starting point is a synthetic Monte Carlo dataset
composed of pairs (t, m), where each particle-level event
t is pushed through the detector simulation to obtain a
detector-level event m. Particle-level events have initial
weights ⌫0(t), and when t is pushed to m, these become
detector-level weights ⌫push

0 (m) = ⌫0(t). OmniFold it-
erates the following steps:

1. !n(m) = ⌫push
n�1 (m) L[(1, Data), (⌫push

n�1 , Sim.)](m),

2. ⌫n(t) = ⌫n�1(t) L[(!pull
n , Gen.), (⌫n�1, Gen.)](t).

The first step yields new detector-level weights !n(m),
which are pulled back to particle-level weights !pull

n (t) =
!n(m) using the same synthetic pairs (t, m). Note that
⌫push and !pull are not, strictly speaking, functions be-
cause of the multi-valued nature of the detector simula-
tion. The second step ensures that ⌫n is a valid weighting
function of the particle-level quantities.

Assuming ⌫0(t) = 1, in the first iteration Step 1 learns
!1(m) = pData(m)/pSim.(m), which is pulled back to the
particle-level weights !pull

1 (t). Step 2 simply converts

the per-instance weights !pull
1 (t) to a valid particle-level

weighting function ⌫1(t). After one iteration, the new
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FIG. 1. An illustration of OmniFold, applied to a set of syn-
thetic and natural data. As a first step, starting from prior
weights ⌫0, the detector-level synthetic data (“simulation”) is
reweighted to match the detector-level natural data (simply
“data”). These weights !1 are pulled back to induce weights
on the particle-level synthetic data (“generation”). As a sec-
ond step, the initial generation is reweighted to match the new
weighted generation. The resulting weights ⌫1 are pushed for-
ward to induce a new simulation, and the process is iterated.

induced truth is:

⌫1(t) pGen.(t) =

Z
dm0 pGen.|Sim.(t|m0) pData(m

0). (4)

This is a continuous version of IBU from Eq. (2), where
the sum has been promoted to a full phase-space inte-
gral. In fact, OmniFold (and IBU) are iterative strate-
gies that converge to the maximum likelihood estimate
of the true particle-level distribution [27–31], which we
discuss in detail in the Appendix. After n iterations, the
unfolded distribution is:

p(n)
unfolded(t) = ⌫n(t) pGen.(t). (5)

The unfolded result can be presented either as a set of
generated events {t} with weights {⌫n(t)} (and uncer-
tainties) or, more compactly, as the learned weighting
function ⌫n and instructions for sampling from pGen..

To demonstrate the versatility and power of Omni-
Fold, we perform a proof-of-concept study relevant for
the LHC. Specifically, we unfold the full radiation pat-
tern (i.e. full phase space) of jets, which are collimated
sprays of particles arising from the fragmentation and
hadronization of high-energy quarks and gluons. Jets
are an ideal environment in which to benchmark unfold-
ing techniques, since detector e↵ects often account for
a significant portion of the experimental measurement
uncertainties for many jet substructure observables [32].
With the radiation pattern unfolded, one can obtain the
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prior spectrum t(0)j = Pr0(truth is j), IBU proceeds iter-
atively according to the equation:

t(n)
j =

X

i

Prn�1(truth is j | measure i) Pr(measure i)

=
X

i

Rijt
(n�1)
j

P
k Rikt(n�1)

k

⇥ mi, (2)

where n is the iteration number.
OmniFold uses machine learning to generalize Eq. (2)

to the unbinned, full phase space. A key concept for this
approach is the likelihood ratio:

L[(w, X), (w0, X 0)](x) =
p(w,X)(x)

p(w0,X0)(x)
, (3)

where p(w,X) is the probability density of x estimated
from empirical weights w and samples X. The function
L[(w, X), (w0, X 0)](x) can be approximated using a clas-
sifier trained to distinguish (w, X) from (w0, X 0). This
property has been successfully exploited using neural net-
works for full phase-space Monte Carlo reweighting and
parameter estimation [18, 22–26]. Here, we use neural
network classifiers to iteratively reweight the particle-
and detector-level Monte Carlo weights, resulting in an
unfolding procedure.

The OmniFold technique is illustrated in Fig. 1. In-
tuitively, synthetic detector-level events (“simulation”)
are reweighted to match experimental data (“data”), and
then the reweighted synthetic events, now evaluated at
particle-level (“generation”), are further reweighted to
estimate the true particle-level information (“truth”).
The starting point is a synthetic Monte Carlo dataset
composed of pairs (t, m), where each particle-level event
t is pushed through the detector simulation to obtain a
detector-level event m. Particle-level events have initial
weights ⌫0(t), and when t is pushed to m, these become
detector-level weights ⌫push

0 (m) = ⌫0(t). OmniFold it-
erates the following steps:

1. !n(m) = ⌫push
n�1 (m) L[(1, Data), (⌫push

n�1 , Sim.)](m),

2. ⌫n(t) = ⌫n�1(t) L[(!pull
n , Gen.), (⌫n�1, Gen.)](t).

The first step yields new detector-level weights !n(m),
which are pulled back to particle-level weights !pull

n (t) =
!n(m) using the same synthetic pairs (t, m). Note that
⌫push and !pull are not, strictly speaking, functions be-
cause of the multi-valued nature of the detector simula-
tion. The second step ensures that ⌫n is a valid weighting
function of the particle-level quantities.

Assuming ⌫0(t) = 1, in the first iteration Step 1 learns
!1(m) = pData(m)/pSim.(m), which is pulled back to the
particle-level weights !pull

1 (t). Step 2 simply converts

the per-instance weights !pull
1 (t) to a valid particle-level

weighting function ⌫1(t). After one iteration, the new
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FIG. 1. An illustration of OmniFold, applied to a set of syn-
thetic and natural data. As a first step, starting from prior
weights ⌫0, the detector-level synthetic data (“simulation”) is
reweighted to match the detector-level natural data (simply
“data”). These weights !1 are pulled back to induce weights
on the particle-level synthetic data (“generation”). As a sec-
ond step, the initial generation is reweighted to match the new
weighted generation. The resulting weights ⌫1 are pushed for-
ward to induce a new simulation, and the process is iterated.

induced truth is:

⌫1(t) pGen.(t) =

Z
dm0 pGen.|Sim.(t|m0) pData(m

0). (4)

This is a continuous version of IBU from Eq. (2), where
the sum has been promoted to a full phase-space inte-
gral. In fact, OmniFold (and IBU) are iterative strate-
gies that converge to the maximum likelihood estimate
of the true particle-level distribution [27–31], which we
discuss in detail in the Appendix. After n iterations, the
unfolded distribution is:

p(n)
unfolded(t) = ⌫n(t) pGen.(t). (5)

The unfolded result can be presented either as a set of
generated events {t} with weights {⌫n(t)} (and uncer-
tainties) or, more compactly, as the learned weighting
function ⌫n and instructions for sampling from pGen..

To demonstrate the versatility and power of Omni-
Fold, we perform a proof-of-concept study relevant for
the LHC. Specifically, we unfold the full radiation pat-
tern (i.e. full phase space) of jets, which are collimated
sprays of particles arising from the fragmentation and
hadronization of high-energy quarks and gluons. Jets
are an ideal environment in which to benchmark unfold-
ing techniques, since detector e↵ects often account for
a significant portion of the experimental measurement
uncertainties for many jet substructure observables [32].
With the radiation pattern unfolded, one can obtain the
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prior spectrum t(0)j = Pr0(truth is j), IBU proceeds iter-
atively according to the equation:

t(n)
j =

X

i

Prn�1(truth is j | measure i) Pr(measure i)

=
X

i

Rijt
(n�1)
j

P
k Rikt(n�1)

k

⇥ mi, (2)

where n is the iteration number.
OmniFold uses machine learning to generalize Eq. (2)

to the unbinned, full phase space. A key concept for this
approach is the likelihood ratio:

L[(w, X), (w0, X 0)](x) =
p(w,X)(x)

p(w0,X0)(x)
, (3)

where p(w,X) is the probability density of x estimated
from empirical weights w and samples X. The function
L[(w, X), (w0, X 0)](x) can be approximated using a clas-
sifier trained to distinguish (w, X) from (w0, X 0). This
property has been successfully exploited using neural net-
works for full phase-space Monte Carlo reweighting and
parameter estimation [18, 22–26]. Here, we use neural
network classifiers to iteratively reweight the particle-
and detector-level Monte Carlo weights, resulting in an
unfolding procedure.

The OmniFold technique is illustrated in Fig. 1. In-
tuitively, synthetic detector-level events (“simulation”)
are reweighted to match experimental data (“data”), and
then the reweighted synthetic events, now evaluated at
particle-level (“generation”), are further reweighted to
estimate the true particle-level information (“truth”).
The starting point is a synthetic Monte Carlo dataset
composed of pairs (t, m), where each particle-level event
t is pushed through the detector simulation to obtain a
detector-level event m. Particle-level events have initial
weights ⌫0(t), and when t is pushed to m, these become
detector-level weights ⌫push

0 (m) = ⌫0(t). OmniFold it-
erates the following steps:

1. !n(m) = ⌫push
n�1 (m) L[(1, Data), (⌫push

n�1 , Sim.)](m),

2. ⌫n(t) = ⌫n�1(t) L[(!pull
n , Gen.), (⌫n�1, Gen.)](t).

The first step yields new detector-level weights !n(m),
which are pulled back to particle-level weights !pull

n (t) =
!n(m) using the same synthetic pairs (t, m). Note that
⌫push and !pull are not, strictly speaking, functions be-
cause of the multi-valued nature of the detector simula-
tion. The second step ensures that ⌫n is a valid weighting
function of the particle-level quantities.

Assuming ⌫0(t) = 1, in the first iteration Step 1 learns
!1(m) = pData(m)/pSim.(m), which is pulled back to the
particle-level weights !pull

1 (t). Step 2 simply converts

the per-instance weights !pull
1 (t) to a valid particle-level

weighting function ⌫1(t). After one iteration, the new
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FIG. 1. An illustration of OmniFold, applied to a set of syn-
thetic and natural data. As a first step, starting from prior
weights ⌫0, the detector-level synthetic data (“simulation”) is
reweighted to match the detector-level natural data (simply
“data”). These weights !1 are pulled back to induce weights
on the particle-level synthetic data (“generation”). As a sec-
ond step, the initial generation is reweighted to match the new
weighted generation. The resulting weights ⌫1 are pushed for-
ward to induce a new simulation, and the process is iterated.

induced truth is:

⌫1(t) pGen.(t) =

Z
dm0 pGen.|Sim.(t|m0) pData(m

0). (4)

This is a continuous version of IBU from Eq. (2), where
the sum has been promoted to a full phase-space inte-
gral. In fact, OmniFold (and IBU) are iterative strate-
gies that converge to the maximum likelihood estimate
of the true particle-level distribution [27–31], which we
discuss in detail in the Appendix. After n iterations, the
unfolded distribution is:

p(n)
unfolded(t) = ⌫n(t) pGen.(t). (5)

The unfolded result can be presented either as a set of
generated events {t} with weights {⌫n(t)} (and uncer-
tainties) or, more compactly, as the learned weighting
function ⌫n and instructions for sampling from pGen..

To demonstrate the versatility and power of Omni-
Fold, we perform a proof-of-concept study relevant for
the LHC. Specifically, we unfold the full radiation pat-
tern (i.e. full phase space) of jets, which are collimated
sprays of particles arising from the fragmentation and
hadronization of high-energy quarks and gluons. Jets
are an ideal environment in which to benchmark unfold-
ing techniques, since detector e↵ects often account for
a significant portion of the experimental measurement
uncertainties for many jet substructure observables [32].
With the radiation pattern unfolded, one can obtain the
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order (NNLO) accuracy in QCD (up to O(↵2
s)) was obtained with the Poldis code [121, 122], which is based on the

Projection to Born Method [123]. These calculations are multiplied by hadronization corrections that are obtained with
Pythia 8.3 [124, 125] using its default set of parameters. These corrections are smaller than 10% for most kinematic
intervals and are consistent with corrections derived by an alternative generator, Herwig 7.2 [126, 127], using its
default parameters. The uncertainty of the calculations is given by the variation the factorization and renormalization
scale Q2 by a factor of two [121, 122] as well as NLOPDF4LHC15 variations [128].

The TMD calculation uses the framework developed in Refs. [33, 34] using the same jet radius and algorithm used in
this work3. The inputs are TMD PDFs and soft functions derived in Ref. [129], which were extracted from an analysis
of semi-inclusive DIS and Drell-Yan data. The calculation is performed at the next-to-leading logarithmic accuracy.
This calculation is performed within TMD factorization and no matching to the high qT region is included, where
the TMD approach is expected to be inaccurate. In contrast to pQCD calculations, the TMD calculations do not
require non-perturbative corrections, because such effects are already included. Calculations with the TMD framework
are available for the TMD sensitive cross sections, which are qjet

T /Q and ��jet. Uncertainties are not yet available
for the TMD predictions4. Additional TMD-based calculations are provided by the MC generator Cascade [131],
using matrix elements from KaTie [132] and parton branching TMD PDFs [133–135]. A first setup integrates to
HERAPDF2.0 [136] and a second setup uses angular ordering and pT as the renormalization scale [137, 138].
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Figure 2. Measured cross sections, normalized to the inclusive jet production cross section, as a function of the jet transverse
momentum (top left) and jet pseudorapidity (top right), lepton-jet momentum balance (qjet

T
/Q) (lower left), and lepton-jet

azimuthal angle correlation (��jet) (lower right). Predictions obtained with the pQCD (corrected by hadronization effects,
“NP”) are shown as well. Predictions obtained with the TMD framework are shown for the qjet

T
/Q and ��jet cross sections. At

the bottom, the ratio between predictions and the data are shown. The gray bands represent the total systematic uncertainty
of the measurement; the bars represent the statistical uncertainty of the measurement, which is typically smaller than the
marker size. The error bar on the NNLO calculation represents scale, PDF, and hadronization uncertainties. The statistical
uncertainties on the MC predictions are smaller than the markers.

Results. The unfolded data and comparisons to predictions are presented in Fig. 2. The pjetT and ⌘jetlab cross sections
are described within uncertainties by the NNLO calculation. Note that while the QED corrections are mostly small,

3 This differs from the original paper [33] using the anti-kT algorithm. The difference is power suppressed at the accuracy of the calculation.
4 The scale variation procedure that is standard in the collinear framework does not translate easily to the TMD framework [130].
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1. Introduction 1

1 Introduction
Many models of physics beyond the standard model (BSM) predict the existence of new parti-
cles with hadronic decays. One of the most generic searches for new physics at particle colliders
is therefore a search for heavy resonances decaying into two jets [1–8]. This search is sensitive
to a wide range of signals, but is dominated by an overwhelming background from Quantum
Chromodynamics (QCD) multijet production. To increase the sensitivity to specific decays,
dedicated searches have been performed that require the jets to have a substructure and flavor
content compatible with vector bosons [9–11], Higgs bosons [12, 13], b quarks [14–17], or top
quarks [18–20]. These searches are able to exploit the expected jet content of the targeted signal
to reduce the standard model background and increase the search sensitivity, but as a result are
no longer generic. These dedicated searches also do not cover many possible signals, that may
exist below the sensitivity of the inclusive dijet search, which motivates a new approach tar-
geting a broader set of signals. To get the best combination of both sensitivity and generality,
new types of model-agnostic searches based on anomaly detection have been proposed [21],
and recently also performed at colliders in dijet topologies [22–24].

In this analysis, we present a machine learning (ML)-driven, model-agnostic search for a narrow-
width heavy resonance A with TeV-scale mass decaying into two other resonances, B and C, in
a dijet final state. The B and C particles are assumed to decay hadronically and their masses
to be significantly smaller than the A’s mass. The mass hierarchy results in the B and C par-
ticles being produced with high Lorentz boost, such that their decay products are contained
in large-radius jets. This is illustrated in Figure 1. Five different methods are used to design
discriminating variables that can be used to identify large-radius jets with a non-QCD-like sub-
structure and suppress the background rate by several orders of magnitude. These methods
are consequently used to search for a resonance which can be identified as a bump in the di-
jet mass spectrum on top of the dominant QCD background events. These methods are able
to significantly enhance the sensitivity to a much wider range of signal models than tradi-
tional substructure techniques. While all methods employ ML techniques and aim to identify

?

?

A

p

p

Jet

Jet

…

…

B 

C

Figure 1: Production in pp collisions of a dijet resonance, A, which decays to two resonances
B and C, that in turn each decay to a jet with anomalous substructure arising from multiple
subjets.

anomalous jets, they differ in the substructure information utilized, aspects of their learning
setup, and model architecture. Four of these methods proceed in a fully model-agnostic fash-
ion, without any signal simulation, and only make use of data events in the training of their
anomaly detection model. The fifth method is a hybrid approach and utilizes signal simulation
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

CATHODE

GK, Nachmann, Shih et al 2101.08320; Hallin, .., GK et 
al 2109.00546; Many similar approaches — see e.g. 
Golling, GK et al 2307.11157 for an overview

Consider resonant anomalies: 
fully data-based construction of 
anomaly detection score

We don’t assume 
the mass and type 
of the resonant 
particle

And we assume 
what particles it 
decays to 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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.

GK, Nachmann, Shih et al 2101.08320; Hallin, .., 
GK et al 2109.00546;

Train generative model 
conditional on m

Interpolate & 
and sample here

2

m

a.u.

SB SR SB

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

x

pdata(x|m 2 SR)

x

pdata(x|m 2 SB)
= pbg(x|m 2 SB)

FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 1. Schematic view of the bump hunt. The signal (blue)
is localized in the signal region (SR). The background (red)
is estimated from a sideband region (SB).

Multiple strategies have been proposed for this task.
One approach is based on the Classification Without La-
bels (CWoLa) protocol [25, 26, 76] in which one trains a
classifier to distinguish the SR and SB data. One of the
biggest challenges with the CWoLa Hunting approach is
its high sensitivity to correlations between the features
x and m. Multiple variations of CWoLa Hunting have
been proposed to circumvent the correlation challenge,
such as Simulation Assisted Likelihood-free Anomaly De-
tection (Salad) [38] and Simulation-Assisted Decorrela-
tion for Resonant Anomaly Detection (SA-CWoLa) [52].

An alternative approach is to learn the two likeli-
hoods directly and then take the ratio. This is the core
idea behind Anomaly Detection with Density Estima-
tion (Anode) [39]. The SB is used to estimate pbg(x|m)
for the background (assuming little signal contamination
outside the SR). This likelihood is then interpolated into
the SR. Combined with an estimate of pdata(x|m) trained
in the SR, one can construct an estimate of the likelihood
ratio. The SB interpolation makes Anode robust to cor-
relations between x and m, although density estimation
is inherently more challenging than classification.

In this paper, we propose a new method which com-
bines the best of CWoLa Hunting and Anode. With
Classifying Anomalies THrough Outer Density Estima-
tion (Cathode), we train a density estimator to learn
the (usually smooth) background distribution in the SB
which we refer to as the “outer” region. Then we interpo-
late it into the SR, but rather than directly constructing
the likelihood ratio as in Anode (which would require
us to also separately learn pdata(x|m) in the SR), we in-
stead generate sample events from the trained, interpo-
lated background density estimator. These sample events
should follow pbg(x|m) in the SR. Finally, we train a clas-
sifier (as in CWoLa Hunting) to distinguish pdata(x|m)

from pbg(x|m) in the SR.

Using the R&D dataset [77] from the LHC Olympics
(LHCO) [59], we will show that Cathode achieves a level
of performance (as measured by the significance improve-
ment characteristic) that greatly surpasses both CWoLa
Hunting and Anode, across a wide range of signal cross
sections. Cathode easily outperforms Anode because it
does not have to directly learn pdata in the SR, and in par-
ticular does not have to learn the sharp increase in pdata
where the signal is localized in all of the features. Mean-
while, it outperforms CWoLa Hunting because of a com-
bination of two e↵ects: one is that in Cathode, we can
oversample the outer density estimator, leading to more
background events than CWoLa Hunting has access to
(CWoLa Hunting is limited to the actual data events in
the sideband region), and yielding a more powerful clas-
sifier. Secondly, the features are slightly correlated with
m in the LHCO R&D dataset, and this slightly degrades
the performance of CWoLa Hunting, while Cathode is
robust.

We also compare Cathode to a fully supervised classi-
fier (i.e. trained on labeled signal and background events)
and an “idealized anomaly detector” (trained on data vs.
perfectly simulated background). We demonstrate that
Cathode nearly saturates the performance of the ide-
alized anomaly detector, and even nearly matches the
performance of the fully supervised classifier at low sig-
nal e�ciencies. These approaches (particularly the ide-
alized anomaly detector) place upper bounds on the per-
formance of any data-vs-background anomaly detection
technique, and the fact that Cathode is nearly saturat-
ing them indicates that it is nearly the best that it could
possibly be.

Finally, as in [39], we study the case where x and m are
correlated, by adding artificial linear correlations to two
of the features in x. Again we show that Cathode (like
Anode, and unlike CWoLa Hunting) is largely robust
against such correlations, and continues to nearly match
the performance of the idealized anomaly detector.

In this work, we will concern ourselves solely with sig-
nal sensitivity, and reserve the problem of background
estimation for future study. As long as the Cathode
classifier does not sculpt features into the invariant mass
spectrum, it should be straightforward to combine it with
a bump hunt in m.

This paper is organized as follows: Section II briefly in-
troduces the LHCO dataset and our treatment of it, and
Section III describes the steps of the Cathode approach
in detail. Results are given in Section IV and we con-
clude with Section V. In Appendix A, we provide details
of the other approaches (CWoLa Hunting, Anode, ide-
alized anomaly detector and fully supervised classifier)
considered in this paper. A further study of correlated
features is given in Appendix B.
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FIG. 6. Background rejection (left) and significance improvement (right) of the various anomaly classifiers as a function of
the signal e�ciency. The solid lines are deduced from a median value of 10 fully independent trainings on the same training,
validation and evaluation set. The uncertainty bands quantify the variance from retraining the NNs on the same, fixed dataset
and are defined such that they contain 68% of the runs around the median.

FIG. 7. Left: Median maximum significance improvement of each method with 10 di↵erent signal injections (leading to a
di↵erent split of training, validation and evaluation sets in each run) at each decreasing value of signal/background ratios.
Here, the 68% hatched uncertainty bands quantify the variance (around the median) from both retrainings of the NN and

random realizations of the training and validation data, including di↵erent realizations of the 1,000 injected signal events.
Right: Achieved maximum significance, which is computed by multiplying the uncut significance by the maximum significance
improvement. Both plots feature the significance without any cut applied in the upper horizontal axis. The dotted lines on the
right hand side denote 3 and 5 � significance values.

• Both Cathode and Anode need to learn the
smoothly varying background. However, Anode
must also learn the sharply peaked distributions in
x where the signal is localized (the “inner” den-
sity estimator trained on the SR). This results in
a degradation of the Anode anomaly detection
method and worse performance than Cathode and
CWoLa Hunting.

• As for how Cathode is able to outperform CWoLa
Hunting, there are two reasons. Firstly, there is a
correlation at the percent level between the cho-

sen features in x within the original LHCO R&D
dataset with the search variable (mJJ). Since
CWoLa Hunting is very sensitive to correlations,
this small correlation is su�cient to degrade the
performance compared to that of Cathode. De-
tails of the correlation study can be found in
Sec. IVC. Secondly, CWoLa Hunting is limited to
only using the events within the sidebands to train
the classifier (approximately 65,000 events), while
Cathode is able to oversample events from the
background model (here 200,000 events are used).
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Figure 3: The dijet invariant mass spectrum and resulting background fit to the data for
VAE-QR (top left) CWoLa Hunting (top middle), TNT (top right), CATHODE (bottom left),
CATHODE-b (bottom middle) and QUAK (bottom right). The shapes of example signals are
shown along with the VAE-QR mjj distribution. Though not shown, these shapes are consistent
for the other methods as well. For all methods besides the VAE-QR, separate selections were
applied for different signal mass hypotheses and the resulting mass spectra were fit separately.
The figures therefore show the fitted and observed dijet mass distribution in the signal win-
dow of each selection, which results in a discontinuous distribution. The results in the A signal
regions are shown for the weakly supervised and QUAK methods.
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with respect to the inclusive search for some signals. Signals in which only one of the two
jets has a distinctive signature, such as the Q⇤ ! qW signal, or the X ! YY0 ! 4q mass
points which feature very light daughter masses, are found to be difficult for the anomaly
detection methods. This is likely because for these signals one of the two jets is, or looks very
similar to, a standard QCD jet, which makes signal discrimination more challenging. For the
X ! YY0 ! 4q signal, this occurs because light daughters are extremely boosted, making the
two-prong structure look similar to a single prong. For example, for a 25 GeV daughter from a
3 TeV resonance, the typical separation between the two quarks is only DR ⇠ 0.03.

It is important to mention that these benchmark signals were included in the signal prior of
the generic QUAK method. In contrast, they were not used by the other methods, except in
the procedure used to evaluate the signal efficiency. It was found, that when removing a given
signal from the prior of the generic QUAK method, the sensitivity to that signal degraded by
⇠30%. The results from the other methods may therefore generalize better to untested signals
than the results of the generic QUAK search.

Figure 6: The upper limit at 95% confidence level on the cross section for the process A!BC,
is shown for each search method applied to a variety of signal models. For a resonance mass
m(A)=3 TeV (left) and m(A)=5 TeV (right), we show for each signal model (columns), and
search method (all colors), the observed limits (Xs), expected limits (squares), and their one
standard deviation expected variation (error bars). For the BSM daughter particles, the masses
of the Y and Y0 were set to 170 GeV while the masses of the B0, R and H were set to 400
GeV. Limits from the anomaly detection methods (six colors) are compared to those from an
inclusive dijet search in which no substructure selection is made (black markers and horizon-
tal lines), traditional substructure cuts targeting two-pronged (dark brown) or three-pronged
decays (tan), and the observed limit from a previous CMS search for the WKK model in the
all-hadronic channel [45] (gray).

Except for WKK, none of the signals considered have been previously covered by dedicated
searches in the mass range considered in this analysis, making the limits reported here the first
of their kind. This broad range of unique exploration was made possible by the combination of
flexibility and sensitivity within the anomaly detection approach. Though it does not achieve
the same sensitivity to an individual model as a dedicated search, anomaly detection can offer

• New result by the CMS collaboration:  
CMS Anomaly Search Effort (CASE)


• Full Run 2 dataset


• 6 anomaly detectors in parallel



Generative non-closure

True sideband/ 
Generated sideband

Inclusive is sideband; 
other distributions 
after classifier 
cut

Figure by Sommerhalder



Generative non-closure

Might benefit (highly) from 
clever uncertainty ideas

Sensitive to percent-
level differences 

Figure by Sommerhalder



Other developments & issues

1. Introduction 1

1 Introduction
Many models of physics beyond the standard model (BSM) predict the existence of new parti-
cles with hadronic decays. One of the most generic searches for new physics at particle colliders
is therefore a search for heavy resonances decaying into two jets [1–8]. This search is sensitive
to a wide range of signals, but is dominated by an overwhelming background from Quantum
Chromodynamics (QCD) multijet production. To increase the sensitivity to specific decays,
dedicated searches have been performed that require the jets to have a substructure and flavor
content compatible with vector bosons [9–11], Higgs bosons [12, 13], b quarks [14–17], or top
quarks [18–20]. These searches are able to exploit the expected jet content of the targeted signal
to reduce the standard model background and increase the search sensitivity, but as a result are
no longer generic. These dedicated searches also do not cover many possible signals, that may
exist below the sensitivity of the inclusive dijet search, which motivates a new approach tar-
geting a broader set of signals. To get the best combination of both sensitivity and generality,
new types of model-agnostic searches based on anomaly detection have been proposed [21],
and recently also performed at colliders in dijet topologies [22–24].

In this analysis, we present a machine learning (ML)-driven, model-agnostic search for a narrow-
width heavy resonance A with TeV-scale mass decaying into two other resonances, B and C, in
a dijet final state. The B and C particles are assumed to decay hadronically and their masses
to be significantly smaller than the A’s mass. The mass hierarchy results in the B and C par-
ticles being produced with high Lorentz boost, such that their decay products are contained
in large-radius jets. This is illustrated in Figure 1. Five different methods are used to design
discriminating variables that can be used to identify large-radius jets with a non-QCD-like sub-
structure and suppress the background rate by several orders of magnitude. These methods
are consequently used to search for a resonance which can be identified as a bump in the di-
jet mass spectrum on top of the dominant QCD background events. These methods are able
to significantly enhance the sensitivity to a much wider range of signal models than tradi-
tional substructure techniques. While all methods employ ML techniques and aim to identify

?

?
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Jet

Jet

…

…

B 

C

Figure 1: Production in pp collisions of a dijet resonance, A, which decays to two resonances
B and C, that in turn each decay to a jet with anomalous substructure arising from multiple
subjets.

anomalous jets, they differ in the substructure information utilized, aspects of their learning
setup, and model architecture. Four of these methods proceed in a fully model-agnostic fash-
ion, without any signal simulation, and only make use of data events in the training of their
anomaly detection model. The fifth method is a hybrid approach and utilizes signal simulation

Overdensities beyond resonances 
(e.g. 2404.07258, 2311.12924)
 Better sensitivity for weak 

signals (e.g. 2312.11629)
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strategy for optimizing HEP data analysis pipelines.

• We demonstrate, to our knowledge for the first time,
a finetuning workflow in the hierarchical setting of
per-object representation and event-level inference
within particle physics.

• We quantify the significant gains due to end-to-end
optimization with respect to data efficiency and
performance at fixed sample size.

• We provide evidence of successful domain adapta-
tion in a hierarchical setting of HEP foundation
models finetuned on datasets other than the one
they are pretrained with.

II. RELATED WORK

This work connects to a larger body of research con-
cerned with the optimization of HEP analysis and the
role of processing low-level variables with deep-learning
systems [1, 2]. Early work on neural networks with in-
ductive bias informed by quantum chromodynamics [3]
investigated a hierarchical approach that jointly optimized
a pipeline consisting of a neural embeddings of jets fol-
lowed by an event classification but has not in detail
studied performance under various pretraining strategies.
Increasingly, hierarchies of neural networks algorithms
are used within reconstruction for larger overall tasks,
such as tracking [4–6] or particle flow reconstruction [7, 8].
However, they are often greedily optimized due to non-
differentiable elements in the pipeline. To bridge this
gap, approaches that enable gradient information to flow
freely have grown into the rich research domain of differen-
tiable programming, with e.g. differentiable vertexing [9],
statistical inference [10–13], branching processes [14, 15],
matrix-elements [16] or even detector-design [17].

This work relies heavily on jet-level backbone models,
which are primarily developed in the context of jet-tagging
tasks [18, 19]. Specifically we use the transformer-based
ParT [20] as a jet representation backbone, but the method
can be extended to other jet-level models that access
the full low-level constituent data, such as JetCLR [21],
LorentzNet [22], or GN2X [23].

The notion of general-purpose foundation models that
are pretrained and then finetuned is commonplace in com-
puter vision [24–26] and natural language processing [27–
30]. Often, such foundation models aim to develop a
self-supervised pre-training strategy; however, supervised
strategies are also common [31]. Increasingly, there are
also efforts within the natural sciences to train and ex-
ploit general-purpose foundation models [32–35]. Domain
adaptation has been investigated previously in high-energy
physics in a jet-tagging contexts [20, 36] but to our knowl-
edge not in hierarchical configurations. In parallel to the
present effort on supervised backbones, investigations are
ongoing on the potential of self-supervised backbones in
HEP through masked particle modelling, which extends

FIG. 2: Modern machine learning and HEP data analysis
exhibit conceptual similarities. Reconstruction plays the

role of a backbone or foundation model yielding a
general purpose representation of high-dimensional

low-level data. The physics data analysis itself is a “head”
that produces task-specific summary statistics.

the masked language modelling approach from NLP to
the HEP domain [37].

III. BACKGROUND

A. Simulation-based Inference and Summary
Statistics

The data analysis strategy described in Section I can be
motivated and formalized through the lens of simulation-
based (or likelihood-free) inference [38]. In HEP, the
evaluation of the likelihood p(x|✓) of the observed data
x given a theory ✓ is intractable due to the fact that
the data-generating process proceeds through complex
intermediate states that are not directly observed, such
as particles decays, radiation effects and interactions with
dense detector material. Formally, we can collect all such
unobserved states into a single latent variable z. The
likelihood-free nature then becomes apparent, as the eval-
uation of the likelihood would require the computation
of a high-dimensional integral p(x|✓) =

R
z p(x|z)p(z|✓).

Inference in this setting is primarily enabled by the exis-
tence of high-quality simulators that encode the physics
of the data-generating process, so that it’s possible to
obtain joint samples (x, z, ✓) ⇠ p(x|z)p(z|✓)p(✓) through
ancestral sampling. A direct density estimation of p(x|✓)
based on the resulting marginal samples x ⇠ p(x|✓) is
however impossible due to the high dimensionality of the
data x, which denotes the readouts of O(108) sensors of
modern physics experiments such as those at the LHC.

The dominant method to perform inference on the
theory parameters ✓ is therefore through the density es-
timation of suitable low-dimensional summary statistics
T : x 7! t followed by standard statistical inference tech-
niques. The computation of the summary statistic is often
conceptually split into a reconstruction-level summary and

Foundation models extend 
transfer more broadly and 
centralise and re-use training
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Figure 2: Architecture of the transformer backbone component of OmniJet-↵. The data that has been
encoded by the VQ-VAE is fed through an embedding layer, before it reaches the main part of the model
which is based on the transformer decoder. The output of the transformer decoder blocks is passed to a
task specific head, for either generation or classification tasks. Note that during inference of the generative
model, the model does not receive complete token sequences, but only the start token. The model will then
autoregressively generate the rest of the sequence, updating its input as it progresses, as described in the
text.

tum of 500GeV < p
jet
T < 1000GeV and a pseudora-

pidity of |⌘jet| < 2. Additionally, truth-level match-
ing is performed for all classes except q/g and only
jets that contain all the decay products of the boson
or top quark are included. The resulting dataset con-
tains 100M jets for training, 5M jets for validation,
and 20M jets for testing.

In this work, only the kinematic information per
particle (pT, �, ⌘) is used while the particle mass m
is approximated as zero. Next, the azimuth angle
� and the pseudorapidity ⌘ are pre-processed to be
relative to the jet axis1:

⌘
rel = ⌘

particle � ⌘
jet (1)

�
rel = �

particle � �
jet

. (2)

Finally, we apply the cuts |⌘rel| < 0.8 and
|�rel| < 0.8 to remove a very small fraction of low-
energy constituents at the periphery and use up to
128 particles per jet.

B. Jet constituent token creation

We explore three kinds of tokenization approaches:
binned, conditional, and unconditional tokenization.

1 The di↵erence in � is signed and rectified to �⇡
through ⇡. We handle those calculations using the
scikit-hep/vector [51] and scikit-hep/awkward [52] li-
braries.

In the binned approach [37], the space of input fea-
tures is subdivided using a regular grid in all dimen-
sions (e.g. a 21x21x21 grid in three dimensions) and
the cells in this grid are enumerated, resulting in one
token per cell.

In the unconditional approach, each constituent is
tokenized individually using a non-linear mapping,
whereas in the conditional approach constituents are
encoded and decoded conditioned on each other. We
use a Vector Quantized Variational AutoEncoder
(VQ-VAE) [39, 44, 45, 53] to create a discrete set
of jet constituent tokens both for conditional and
unconditional tokenization.

The input features for the VQ-VAE are the ⌘
rel,

�
rel and pT values of the jet constituents. For the

conditional tokenization, we use a transformer for
both the encoder and the decoder of the VQ-VAE,
whereas a simple multi-layer perceptron (MLP) is
used for the unconditional tokenization. Details
about the di↵erent VQ-VAEmodels used in our stud-
ies, as well as details about the preprocessing of the
input features can be found in Section A1.

C. Transformer backbone

The core of OmniJet-↵ is a transformer backbone
based on the GPT transformer decoder model first
introduced in [54]. However, since jet constituents
are permutation invariant, we do not employ the po-
sitional encoding usually used in LLMs. As input,
the transformer backbone receives the generated to-
kens from the VQ-VAE, complemented with a start

OmniJet-α
2

VQ-VAE
encoder

VQ-VAE
decoder

VQ-VAE
decoder

Transformer
backbone

Jet tokenization

Jet generation

Next-token
prediction head

Transformer
backbone Classification head

Jet classification

Jet type prediction

Autoregressive next-token generation

VQ-VAE
encoder

Figure 1: Schematics of the di↵erent steps (tokenization, generation, classification) in the OmniJet-↵ model.

model can be used as a foundation model for jet
physics. However, the standard GPT constructions
are not built to deal with continuous input data, but
rather tokenized data. As point clouds are the most
versatile representation of physics data [7, 16, 41–
43] and can incorporate both event level informa-
tion, jet substructure, and even low-level detector
signals, finding a suitable input transformation for
point clouds to tokens is the most pressing problem.
Various tokenization strategies have been explored,
for example using a simple mapping based on binning
the input space in [37], a Gaussian mixture model in
[38], and using an additional conditional embedding
network in [39].

Here, we follow the conditional tokenization strat-
egy from [39, 44, 45], but first take a step back to
verify the quality and trade-o↵s involved in building
these tokens. This will allow us to formulate qual-
ity measures to choose a suitable tokenization model,
leading to an increase in codebook size from 512 to-
kens in [39] to 8192 tokens.

Using this representation, we will first demon-
strate training a generative model for jets as to-
kens in an unsupervised way for the JetClass [35]
dataset. Compared to [37], the core of our archi-
tecture is a transformer-decoder, not a transformer-
encoder.

Finally, this allows us to test whether the informa-
tion encoded in a model that was trained to generate
jets can also be transferred to the task of classify-
ing them. Observing such a transfer ability across
di↵erent classes of tasks — as opposed to transfer
between di↵erent classification or generation prob-
lems — would be a crucial ingredient to building
foundation models for physics data, and has not yet

been achieved. A graphical representation of this ap-
proach is provided in Figure 1. As this is the first
prototype of a model to tackle all tasks with jets in
particle physics, it is named OmniJet-↵.

The rest of the paper is organized as follows: Sec-
tion II introduces the data as well as the tokeniza-
tion approach, the generative architecture, and the
transfer learning strategy. Next, Section III shows
the results of the tokenization study, the generative
performance, as well as tests of the transfer learning
capabilities of the model. Finally, Section IV sum-
marizes the results and provides a brief outlook.

II. METHODS AND DATASET

A. Dataset

All studies are performed using the JetClass

dataset [35], originally introduced in [10]. It con-
tains both jet-level and constituent-level features for
ten di↵erent types of jets initiated by gluons and
quarks (q/g), top quarks (t, subdivided by their de-
cay mode into t ! bqq

0 and t ! b`⌫) , as well as W ,
Z, and H (H ! bb̄, H ! cc̄, H ! gg, H ! 4q, and
H ! `⌫qq

0) bosons.
Events are simulated using Mad-

Graph5 aMC@NLO [46] with parton shower-
ing and hadronization done by Pythia [47]. A
simplified detector simulation implemented in
Delphes [48] using the CMS detector [49] card
is performed. Constituents are clustered into jets
using the anti-kT algorithm [50] with a distance
parameter of R = 0.8.

Jets are selected if they have a transverse momen-
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Figure 6: Comparison of generated jets from the model trained on both q/g and t ! bqq
0 jets, to reconstructed

JetClass tokens. The top row shows jet level distributions, while the bottom row shows distributions on
the constituent level.

Figure 7: Performance of pre-trained and non-pre-trained models for the task of t ! bqq
0 vs q/g jet classifi-

cation. The area under the ROC-curve (AUC) metric is shown on the left, the classification accuracy on the
right.

IV. CONCLUSION

Foundation models for physics data are an entic-
ing promise: Trained on large amounts of data and
tasks, they are expected to easily generalize to any
down-stream problem, saving countless hours of hu-
man and compute time. In this paper we have taken
crucial steps towards the creation of such models.

First, we expect learned representations of data to
play a key role as inputs to foundation models. Rep-
resentations might be continuous and rely on symme-
tries or learn a mapping to a discrete space as done
here with tokenization. Note that while using data
raw — i.e. without prior mapping into a representa-
tion space — might be possible when only consider-
ing a narrow range of similar datasets, it is inherently

limiting when data from di↵erent sources or with dif-
ferent initial dimensionalities are to be considered.

Whatever representation is used, it will be impor-
tant to understand and minimize the loss of informa-
tion inherent in this transformation. This problem
is especially important for downstream uses such as
classification and regression tasks, as the loss of in-
formation can directly limit the achievable accuracy
or resolution. This work introduced a set of criteria
— both distribution and classifier based — that can
be used to assess the quality of any representation.

Using these metrics, we found a marked increase
in the resolution of relevant observables like mass
and jet substructure by using a codebook size of
8192 with conditional tokenization over binning-
based approaches, unconditional tokenization, and

Generalisation
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JetClass tokens. The top row shows jet level distributions, while the bottom row shows distributions on
the constituent level.

Figure 7: Performance of pre-trained and non-pre-trained models for the task of t ! bqq
0 vs q/g jet classifi-

cation. The area under the ROC-curve (AUC) metric is shown on the left, the classification accuracy on the
right.

IV. CONCLUSION

Foundation models for physics data are an entic-
ing promise: Trained on large amounts of data and
tasks, they are expected to easily generalize to any
down-stream problem, saving countless hours of hu-
man and compute time. In this paper we have taken
crucial steps towards the creation of such models.

First, we expect learned representations of data to
play a key role as inputs to foundation models. Rep-
resentations might be continuous and rely on symme-
tries or learn a mapping to a discrete space as done
here with tokenization. Note that while using data
raw — i.e. without prior mapping into a representa-
tion space — might be possible when only consider-
ing a narrow range of similar datasets, it is inherently

limiting when data from di↵erent sources or with dif-
ferent initial dimensionalities are to be considered.

Whatever representation is used, it will be impor-
tant to understand and minimize the loss of informa-
tion inherent in this transformation. This problem
is especially important for downstream uses such as
classification and regression tasks, as the loss of in-
formation can directly limit the achievable accuracy
or resolution. This work introduced a set of criteria
— both distribution and classifier based — that can
be used to assess the quality of any representation.

Using these metrics, we found a marked increase
in the resolution of relevant observables like mass
and jet substructure by using a codebook size of
8192 with conditional tokenization over binning-
based approaches, unconditional tokenization, and
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FIG. 1: Representation of the four regions of the
ABCD method defined by the cuts on R(x) and M

(in arbitrary units), where A is the signal region,
with example signal (red) and background (blue)
processes.

III. SETUP

For the proof-of-concept jets+MET search stud-
ied in this work, we consider Z(⌫⌫)+jets to be the
actual background.1 At high pT , �+jets events are
su�ciently similar to Z(⌫⌫)+jets [44] that they can
be used as an accurate control sample once the iden-
tified photon is “deleted” from the event and its pT
included in the definition of the MET, see e.g. [45–49]
for some early LHC examples of this technique.

A. Datasets

Data for this paper was generated from pp colli-
sions at 13 TeV using Pythia 8.219 [50] (with de-
fault tune) interfaced with Delphes 3.4.1 [51] using
the default CMS card. R = 1 jets were clustered with
FastJet 3.3.0 [52] using the anti-kt algorithm [53].

For SM background processes, we generated
Z(⌫⌫)+jets and �+jets using Pythia built-in 2 ! 2
processes; any additional jets were produced using
default Pythia ISR settings.

For the signal model, the following benchmark was
used for this proof-of-concept study: Z 0 ! XY , with
X ! qqq and Y ! invisible, with mZ0 = 2.5 TeV,
mX = 300 GeV, and mY = 100 GeV.2 This is a vari-
ation on one of the LHCO R&D signal datasets [54],

1 In reality, the jets+MET final state also receives significant
contributions from other SM processes such as W (`⌫)+jets
and tt̄, but we are ignoring these additional processes for
simplicity for this initial proof-of-concept study.

2 We note that this choice of signal process does have a res-
onance at mX = 300 GeV (see Fig. 2) so it is possible
that enhanced bump hunt methods [7, 8, 11, 18, 19, 22]
could also find this signal e↵ectively (despite the presence
of non-resonant features [21]), but here we use these signals
to demonstrate the e↵ectiveness of non-resonant anomaly
detection.

where originally Y also decayed visibly. Thus ev-
ery signal event has a high-pT large-radius mono-jet
with non-QCD-like jet substructure and significant
missing energy. In appendix A, we also consider two-
prong decays of X, where our method gives similar
performance.

As input observables, we take the protected tail
feature to be

M = MET (5)

and the additional features x to be three properties of
the highest pT large radius jet, namely its invariant
mass mJ , and the two N -subjettiness ratios [55] ⌧21
and ⌧32,

x = (mJ1 , ⌧
J1
21 , ⌧

J1
32 ) (6)

The distributions of the features for the background
and signal processes are shown in Fig. 2.

We emulate the e↵ects of a trigger by requiring
pT (j1) > 500 GeV and MET > 700 GeV for all
events. In addition, we will define the inclusive signal
region to be the tail region

MET > 1000 GeV (7)

After the trigger, our jets+MET data consists of
700k Z(⌫⌫)+jets events, of which 90k are in the in-
clusive signal region, mixed with various levels of
anomalous signal events. For an initial 3� signifi-
cance in the inclusive signal region, this corresponds
to 1200 signal events of which 947 are in the inclusive
signal region.

We will consider two versions of the analysis: a
“fully-idealized” version with a background template
consisting of Z(⌫⌫)+jets events drawn from the same
generator as those in the jets+MET data; and a more
realistic version where the background template con-
sists of �+jets events.

For the fully-idealized (more realistic) case, 776k
Z(⌫⌫)+jets (956k �+jets) events are used for train-
ing the conditional normalizing flow. This flow is
used to map jets+MET data into the latent space,
where a classifier is trained to distinguish it from
background events drawn from the normal distribu-
tion.3

In a real analysis, all of the jets+MET data would
be utilized in the final step, through k-fold cross vali-
dation. In this initial proof-of-concept study, we skip
this cumbersome step for simplicity and just divide
the jets+MET data into two equal halves. The first
half will be used for training the classifier, which
will then be applied to the second half to evaluate
the performance of the method. This way each half

3 In principle, if the flow is not perfectly normalizing the back-
ground events, one could get a di↵erent result if classifying
data vs. background events mapped to the latent space. We
have checked that this is not an issue here. We have also
checked that oversampling the background [11] does not
provide any benefit here.
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III. SETUP

For the proof-of-concept jets+MET search stud-
ied in this work, we consider Z(⌫⌫)+jets to be the
actual background.1 At high pT , �+jets events are
su�ciently similar to Z(⌫⌫)+jets [44] that they can
be used as an accurate control sample once the iden-
tified photon is “deleted” from the event and its pT
included in the definition of the MET, see e.g. [45–49]
for some early LHC examples of this technique.

A. Datasets

Data for this paper was generated from pp colli-
sions at 13 TeV using Pythia 8.219 [50] (with de-
fault tune) interfaced with Delphes 3.4.1 [51] using
the default CMS card. R = 1 jets were clustered with
FastJet 3.3.0 [52] using the anti-kt algorithm [53].

For SM background processes, we generated
Z(⌫⌫)+jets and �+jets using Pythia built-in 2 ! 2
processes; any additional jets were produced using
default Pythia ISR settings.

For the signal model, the following benchmark was
used for this proof-of-concept study: Z 0 ! XY , with
X ! qqq and Y ! invisible, with mZ0 = 2.5 TeV,
mX = 300 GeV, and mY = 100 GeV.2 This is a vari-
ation on one of the LHCO R&D signal datasets [54],

1 In reality, the jets+MET final state also receives significant
contributions from other SM processes such as W (`⌫)+jets
and tt̄, but we are ignoring these additional processes for
simplicity for this initial proof-of-concept study.

2 We note that this choice of signal process does have a res-
onance at mX = 300 GeV (see Fig. 2) so it is possible
that enhanced bump hunt methods [7, 8, 11, 18, 19, 22]
could also find this signal e↵ectively (despite the presence
of non-resonant features [21]), but here we use these signals
to demonstrate the e↵ectiveness of non-resonant anomaly
detection.

where originally Y also decayed visibly. Thus ev-
ery signal event has a high-pT large-radius mono-jet
with non-QCD-like jet substructure and significant
missing energy. In appendix A, we also consider two-
prong decays of X, where our method gives similar
performance.

As input observables, we take the protected tail
feature to be

M = MET (5)

and the additional features x to be three properties of
the highest pT large radius jet, namely its invariant
mass mJ , and the two N -subjettiness ratios [55] ⌧21
and ⌧32,

x = (mJ1 , ⌧
J1
21 , ⌧

J1
32 ) (6)

The distributions of the features for the background
and signal processes are shown in Fig. 2.

We emulate the e↵ects of a trigger by requiring
pT (j1) > 500 GeV and MET > 700 GeV for all
events. In addition, we will define the inclusive signal
region to be the tail region

MET > 1000 GeV (7)

After the trigger, our jets+MET data consists of
700k Z(⌫⌫)+jets events, of which 90k are in the in-
clusive signal region, mixed with various levels of
anomalous signal events. For an initial 3� signifi-
cance in the inclusive signal region, this corresponds
to 1200 signal events of which 947 are in the inclusive
signal region.

We will consider two versions of the analysis: a
“fully-idealized” version with a background template
consisting of Z(⌫⌫)+jets events drawn from the same
generator as those in the jets+MET data; and a more
realistic version where the background template con-
sists of �+jets events.

For the fully-idealized (more realistic) case, 776k
Z(⌫⌫)+jets (956k �+jets) events are used for train-
ing the conditional normalizing flow. This flow is
used to map jets+MET data into the latent space,
where a classifier is trained to distinguish it from
background events drawn from the normal distribu-
tion.3

In a real analysis, all of the jets+MET data would
be utilized in the final step, through k-fold cross vali-
dation. In this initial proof-of-concept study, we skip
this cumbersome step for simplicity and just divide
the jets+MET data into two equal halves. The first
half will be used for training the classifier, which
will then be applied to the second half to evaluate
the performance of the method. This way each half

3 In principle, if the flow is not perfectly normalizing the back-
ground events, one could get a di↵erent result if classifying
data vs. background events mapped to the latent space. We
have checked that this is not an issue here. We have also
checked that oversampling the background [11] does not
provide any benefit here.
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