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PHYSTAT: Stats Meets ML
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My 5-D 14-Dimensional Outline
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Stats Meets ML?
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Stats Meets ML?
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Low-Level 
Data

High-Level 
Concept

reconstruct high level concepts 
from low-level, high-dim data

generate low-level, high-dim data 
from high-level concepts

HEP (and others) & ML: deeply related
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street style photo of a woman selling pho 
at a Vietnamese street market, 

sunset, shot on fujifilm

Low-Level 
Data

High-Level 
Concept

This is a picture of Barack Obama. 
His foot is positioned on the right side of the scale. 

The scale will show a higher weight.

reconstruct high level concepts 
from low-level, high-dim data

generate low-level, high-dim data 
from high-level concepts

HEP (and others) & ML: deeply related
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ML Wild West

(Gregor)

A focus of the last years is to “to learn the technology” - build up 
technical capability around this new set of “new numerical tools” (Tilman)
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(Ramon)

We have gotten very good at this



ML: Eierlegende Wollmichsau?

(Ramon)
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Where can a Statistical Point of View help?
ML is an extremely empirical science. In many ways it’s successful 
because it ignored theory to some extent 

But once we tame this new technology maybe stats can in some ways 
help us tame ourselves.

but e.g. interestingly, this just re-discovered some old statistics 
- is this the Feldman-Cousins of ML?  ;) (Pierre)
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use stats to create, discuss the  
foundations, language, theory of ML

Where is the Statistics ?

Statistics ML

Physics
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use ML to essentially implement the  
statistics workflow

Where is the Statistics ?

Statistics ML

Physics
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hey physics, to do stats you 
need a good summary statistic

Where is the Statistics ?

Statistics ML

Physics

let’s learn 
a good summary 

of the data
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original PHYSTAT credo: 


maybe our problems in limit-setting,  
are actually research problems in stats?

Where is the Statistics ?

Statistics ML

Physics

AI4Science, sure. 
But even better: Science4AI ! 

 
The rigor in science is a challenge 

even for state of the art ML 

Our Delusion of Grandeur (or not?)

(Max)
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Anomaly Detection
Statistics can help bring clarity to how we frame ML use-cases

Ultimately goes back to what we learn in Stats Intro: 
there no universal most powerful test

where do we want statistical power ?

(Lily)
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This is the key in AD:
Are we ready to do it? 
If yes in what language?



Anomaly Detection

This is the key in AD:
Are we ready to do it? 
If yes in what language?

Challenge to Theorists: 
How do we specify theories we care about without specifying the Lagrangian ? 
(History: GUT Theories → Simplified Models → ??? )

Statistics can help bring clarity to how we frame ML use-cases
where do we want statistical power ?

(Gaia)
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Bump Hunts
“Bump hunts” are doing exactly this: We specify a equivalence 
class of theories that share a very vaguely defined feature

All Theories

Theories with a resonance 
at mass M (irrespective of the rest)

(Purvasha)
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Anomaly Detection + Reinterpretation
The Story from Simplified Models Repeat: we give up power for 
any one specific theory: Effective in Multiple Testing Scenarios

Power

Power

Theory

best performance 
on my hyperspecific 
theory

middling performance 
but on many theories!
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Reminder of Motivation of Profile L’hood
Profile Likelihood is designed to have ~ roughly equal power for all 
alternatives that are “equally far away” from the null. It’s a specific choice 
and we could make other once

POI 1

POI 2

Null

Null

Power

Theories
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Anomaly Detection

Statistics can help bring clarity to how we frame ML use-cases

To me a useful experimentalist framing 
(and a Q I ask often)  

You have 5 AD algorithms, but only 
100 Hz of Bandwidth in the Trigger 
 
How do you decide which one to deploy? 

If the answer involves any reference 
to performance on simulation, we 
essentially made a choice in theory space

Big jump in technical readiness in extreme environments: 
Confident we can implement any answer we come up with

(Thea)
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Amplification?
Can you really create information out of nothing? No, so what’s going on?
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Can you really create information out of nothing? No, so what’s going on?

Space of Densities

Amplification?
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Can you really create information out of nothing? No, so what’s going on?

Training Sample: N = 6

A simple density estimation technique: histogram

Space of Densities

Amplification?
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Can you really create information out of nothing? No, so what’s going on?

Training Sample: N = 6

A simple density estimation technique: histogram

Space of Densities

Amplification?
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Can you really create information out of nothing? No, so what’s going on?

Training Sample: N = 6

A simple density estimation technique: histogram

Space of DensitiesSpace of Densities

Amplification?
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Can you really create information out of nothing? No, so what’s going on?

Training Sample: N = 6

A simple density estimation technique: histogram

Space of Densities

Amplification?
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If we repeat this many times we can see how this density estimator fares

Unbiased: We sample from the real thing

High-Variance: with few samples, the estimate is 
all over the place from sampling variance

What we usually call “MC Stat Error”

Amplification?
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Nobody forces us to use mere histograms. A frequent idea that comes 
up: couldn’t we do some other type of density estimate?

KDE of 6 samples: This is a density model and generative model! 
(like a pre-historic normalizing flow)

Amplification?
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You can now sample quickly (call it “fast simulation”) basically an infinite 
number of samples from the KDE

histogram of 
training data

density from training data 
+ KDE

Amplification?
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histogram of 
training data

density from training data 
+ KDE

You can now sample quickly (call it “fast simulation”) basically an infinite 
number of samples from the KDE

Amplification?
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histogram of 
training data

density from training data 
+ KDE

You can now sample quickly (call it “fast simulation”) basically an infinite 
number of samples from the KDE

Amplification?
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How do we characterize this estimator?

Amplification?

Biased: this depends basically depends on  
which training data + hyperparameters 
(bandwidth, etc)

Zero-Variance: if we can draw an infinite 
amount from this we can make it arbitrarily small

Bias
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So how do the two compare?

Amplification?

Number of Drawn Samples
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sampling from generative model 
converges to its inherent bias 

sampling from Geant 
converges to true zero MSE 



Amplification?

Time / Resource

but this sampling is much faster! 
shrink time scale!

So how do the two compare?
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sampling from Geant 
converges to true zero MSE 

sampling from generative model 
converges to its inherent bias 



Amplification?

Time / Resource

With a real density model 
I don’t even need to sample 
(Flow, KDE, …)

Amplification?

You can reach same “MSE” in shorter (or zero) time…
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but this sampling is much faster! 
shrink time scale!

sampling from Geant 
converges to true zero MSE 

sampling from generative model 
converges to its inherent bias 

So how do the two compare?



Amplification?

Time / Resource

Amplification?

You can reach same “MSE” in shorter (or zero) time…
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In a way this just the bias-variance tradeoff. We trade off 

• a zero-bias  ~high-variance strategy (samples from G4 + naive histograms) 
• biased, ~zero-variance strategy (density estimate trained on 

few samples e.g. KDE, Flows, GANs, … )



Amplification?

few G4 
samples

fancy density est 
(KDE, GenAI + ∞ samples, Flows)

many G4 
samples

non-regularized 
density estimatevs.

But it’s a bit apples to oranges

biased, no-variance unbiased, high-variance

Amplification only happens if you use a fancy density estimate on few 
samples to compare to a dumb density estimate with many samples
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In a way this just the bias-variance tradeoff. We trade off 

• a zero-bias  ~high-variance strategy (samples from G4 + naive histograms) 
• biased, ~zero-variance strategy (density estimate trained on 

few samples e.g. KDE, Flows, GANs, … )



This is a one-time gain. You can benefit from regularization once. But 
there is no general rule where 1 GenAI event ≈ 1/100 Geant Event 
(i.e. if GenAI were 100x faster you would gain) 

With a fixed generative model, you will never reach the true distribution 
no matter how many samples you draw. With Geant4 you will. 

Amplification?
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Interpretability & Control

(Jesse)

We don’t only want to tame us but also the networks - or “understand” them.
But what are they learning??

Not new: “Bayesian Workflow” / Iterative Model Building etc is a lot about understanding 
a system. If we’d trust the model / process we would just run MCMC and be done

It’s a lot about retaining control in an uncertain world, when you don’t trust the process
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Interpretability & Control

When you trust the process & underlying tools we’re fine w/o interpretability

Example: Likelihood-Ratio 
Estimation when you have a  
simulator you trust
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Performance under Intervention

(Maximilian)

What we do want to understand: how does ML react to distribution shift 
e.g. from interventions (Sherpa → Herwig, etc) 

A lot of literature (Causal Inference) that we don’t use 

2102.11107
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Inductive Bias: A Physicists’ Love Affair

Two ways to think about it

Dynamics 
mix physics + ML workflow, 
keep control over data flow

Statics 
(enforce symmetries etc)

Physics Computation

MLx y

fϕ(rx(g)x) = ry(g)fϕ(x)
ML modules

ϕ
Learnable Parameters

ML

ML

ϕ1

ϕ3

ML

ϕ2
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Inductive Bias: A Physicists’ Love Affair
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Soft Symmetries

Another version of Control / Interpretability: Force Behavior onto ML

(Kyle)(Oliver)
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Dynamics: Control over the Data Flow

Two ways to do optimal observables

SBIMEM

NN(x, θ) ≈
p(x |θ)
p0(x)

why should you ever do MEM after we got SBI?  
→ maybe to have a fuzzy feeling of control  
→ to separately debug each piece 
→ the fuzzy feeling is very expensive - how much do we care?

A lot of ML tied together by domain knowledge

(Ramon)
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Extreme Version of Dynamics
end-to-end gradient based optimization: SANNT, neos, Inferno, ….

Interesting parallel to foundation models: pretrain a initial analysis 
w/o systematics, finetune later e2e in-situ w/ full physics context

(Artur)45



Intuitive & Interpretable is what you are used to

(Tobias, Mikael, Philipp, Pierre, etc)
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Simulation-Based Inference
Statistics always had a nice quality: a common language to tie together 
many different fields that are driven by data, irrespective of the details

Version 1: “Pen & Paper” Statistics

Bayes Frequentist

Pen & 
Paper

Graphical 
Models

Implicit 
Models

Distribution-free Tests, Asymptotic (Wilks’),etc..Conjugate Priors, Kalman Filters, …
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Simulation-Based Inference
Statistics always had a nice quality: a common language to tie together 
many different fields that are driven by data, irrespective of the details

Version 2: Principled, Heavy Compute Stats

Pen & 
Paper

Graphical 
Models

Implicit 
Models

(Maximilian) (Alex, Kyle)48



Simulation-Based Inference
Statistics always had a nice quality: a common language to tie together 
many different fields that are driven by data, irrespective of the details

Version 3: Implicit Models aka Simulation-based Inference
Pen & 
Paper

Graphical 
Models

Implicit 
Models

• Model is defined implicitly as 
a black box sampler


• Fast, approximate amortized 
Inference
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Simulation-Based Inference

Not better, but much much faster. Interesting Observation: 
SBI useful even in not likelihood-free settings, just as a fast amortized inference 
→ are there principled ways to do L’hood-full SBI? (Gradients, L’hood, etc..)

(Josh) (Max)
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(also see Gilles’ Talk)



Tooling, Tooling Tooling

(Hiranya)(Alicja) (Ramon)

Differentiable & Probabilistic 
Programming bridge the gap 
between “black box” simulators 
and graphical models

1907.03382
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Simulation-Based Inference
Slowly, but surely: we are actually doing this in HEP. Step change soon?


#SBI analyses at LHC: 0 → 1 . How will we ensure 1 →N is easier?

(Aishik)

a frequentist’s dream:  
a non-boring Neyman 
Construction
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How much Statistics can we cram into ML
Statistics: Data → Insight

Data statistical 
resultPipeline

how much of this is ML, how much is Stats

Data Neural Posterior Est. Posterior

Data Neural Llikelihood Est. Lhood

(hard codes prior)

(can adjust prior but expensive)

MCMC Posterior

Data Neural Ratio Est. Ratio Profiling Profile Curve

(high-level parametrization)

Data Learning to Profile  (Neural Profile Esitmation?) Profile Curve

(Learning to Profile)

How much do we trust the process ? 
Where, how many inspectable intermediate steps do we want?
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Getting Rid of the Simulator: Unfolding
Reminder that HEP is always also a social enterprise. Core question: what’s 
the format. ML allows is to go beyond histograms and into full phasespace 
but in which direction? If folding becomes trivial, what does this mean?

(Tilman)

(Vini)

Example:

2211.06406
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Summary
We’re very good at learning new ML methods and finding a way 
to move them closer to production

Statistics ML

Physics
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Classic Statistics can give us guidance 
towards what’s possible in principle

Interpretability is largely about trusting 
a process & convincing ourselves

Domain Knowledge helps until it doesn’t (bitter lesson?)

SBI as a 3rd-wave of statistical methodology / common language between sciences


