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Relational information Performance measure

nodes per layer
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Effect of suppressed message passing visible 
([zero] vs [random]/[one])

§ W/o relational information DNNs outperform GNNs
§ No impact due to additional info (xDNN, x!"#DNN)

§ Physics prior [m] slightly preferred
§ Highest performance achieved by GNN with 

small spread
§ Domain-knowledge motivated ranking of 

information exchange improves GNNs’ 
separation power
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2 HL face increased 𝜇AUC	spreads compared 
to 1 HL counterparts (most cases)

Minor improvement of 2 HL NN architecture 
compared to the corresponding 1 HL model

Performance gap between DNNs and GNNs
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Advantage of GNN over DNN not from uncontrolled mixture in 
embedding space but from extra relational information 
between nodes based on domain-knowledge!

Key takeaway!

Key findings | GNNs in this study:
✓ achieve higher performance 𝜇!"# under most conditions
✓ achieve better results with fewer trainable parameters N$%  
✓ converge faster
✓ benefit strongly from relational information and domain-knowledge
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Typical event at the CERN LHC

What is a fair benchmarkfor neural network models?

Graph representation GNN model xGNN 

§ g→bb | “tt+bb” 
§ H→bb | “ttH(bb)” 
§ Z→bb | “ttZ(bb)”

Edge weights: 𝑚,Δ𝑅, Δ𝑅%&, one, rnd, zero

Node features: 𝑚,𝐸, 𝑝', 𝜙, 𝜂, b tag, LEP,MET, ADDB, HTB, LTB, HTQ, NA 

GNN vs. DNN comparison checklistImpact of:
o no. of hidden layerso node embeddingso degrees of freedom o relational informationo domain-knowledge 

Best performing 
GNN and DNN with 
1 hidden layer and 

2 hidden layers
GNN designed with identical number 

of trainable parameters NTP 
compared to the best DNN 
→ same expressiveness! 

DNN with identical NTP 
w.r.t. best GNN

DNN with identical effective NTP 
w.r.t. best GNN taking zero-

padding into account

convergence rate 

Empirical risk evaluated 
on test sample

Size of spanned area indicates 
capability of a NN model to fulfil 
the task →GNN!
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→ Compared to feed 
forward model xDNN 

No. of trainable parameters / DoF

1 Hidden layer models 2 Hidden layer models

GNNs DNNs


