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Foundations [1,2]
The New Physics Learning Machine is a methodology powered by machine learning 
to perform a likelihood-ratio goodness-of-fit test with data-driven hypotheses. The 
goal is to assess how well a reference model R, seen as a generator, fits a set of 
observations. A supervised classifier is trained  on a reference sample
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to approximate the true density ratio
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Rather than using standard metrics such as accuracy, the model is evaluated in-
sample with a metric derived from the (extended) likelihood-ratio
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where 𝑁 𝑅  is the expected number of events under the reference model.
The test is sensitive to both distribution and normalisation shifts.

The null hypothesis is estimated empirically by training and evaluating NPLM on the 
reference model against iteself, to perform a goodness-of-fit test.

We focus on the implementation based on kernel methods and the Falkon library, 
highly performant while extremely efficient.[3] It is based on the (regularised) weighted 
logistic loss
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and considers functions of the following form
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where 𝜎 is the width of the gaussian kernel, a hyperparameter.

Signal-agnostic searches [2]

1D benchmark

  ! 𝑁ℛ = 200𝑘, 𝑁 𝑅 = 2000

  ! 𝑁 𝑆 = 10 tail , 90 (bulk/non-res)

  ! ̅𝑡"#$%&%&' ≈ 2	sec

Multivariate benchmarks
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Evaluation of generative models [4]
The efficiency of the kernel-based model opens the door to several applications. 

• RealNVP on correlated mixtures of Gaussians. • NPLM test :  𝑁ℛ=100k; 𝑁𝒟=10k.

Average training times per single run (low-level features, null hypothesis). 

Distribution of the test statistic and signal reconstruction for the non-resonant signal.

Median Z Tail Non-res Bulk

𝑍!" 4.7 4.4 4.1

𝑍#$% 2.4 3.0 2.8

Multiple testing [6]
Model selection can bias the test towards certain signal hypotheses. Multiple testing 
strategies can tame this effect for a more uniform response. 
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Different tests are characterized by different kernel widths.

Data Quality Monitoring [5]
NPLM for monitoring particle detectors in real-time.
Reduced scale CSM drift tubes; features: 4 drift times + crossing angle;  ̅𝑡%&'()()* ≈ 0.5	sec;
anomalies: lowered cathodic voltages and front-end thresholds.

Median p-values.

Reference sample (𝑦 = 0)

Data sample (𝑦 = 1)

𝑓+ → 𝑓,+

Likelihood-ratio 
test statistic 𝑡,+ ℛ,𝒟

Density ratio 𝑓,+
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Model DIMUON SUSY HIGGS

Kernels 44.9 ± 3.4 s 18.2 ± 1.2 s 22.7 ± 0.4 s

NN 4.23 ± 0.73 h 73.1 ± 10 h 112 ± 9 h
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( 𝑁ℛ = 500𝑘, 𝑁 𝑅 = 200𝑘 ( 𝑁ℛ = 500𝑘, 𝑁 𝑅 = 100𝑘

Example of re-weighting learned by the classifier.

Using the classifier score to identify mismodeled correlations.

Median significance at varying dimensionality and number of training examples.

learned optimal 
parameters.
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