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Nothing new under the sun…
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What can AI do for 
accelerators?
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Something like this maybe…

https://doi.org/10.1038/s41586-021-04301-9 

Time-varying, non-linear, multi-variate control 

problem solved with deep Reinforcement Learning
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Reinforcement Learning (RL)
Learn dynamics (once and for all) through trial-and-error, no 
exploration after training! 

RL elegant (if not ideal) solution, but online training often not possible! 

๏ Not sample-efficient enough 

๏ Safety constraints 

  RL (like MPC) needs to be built into accelerator design.→

RL setup for trajectory steering
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Reinforcement Learning (RL)
Learn dynamics (once and for all) through trial-and-error, no 
exploration after training! 

RL elegant (if not ideal) solution, but online training often not possible! 

๏ Not sample-efficient enough 

๏ Safety constraints 

  RL (like MPC) needs to be built into accelerator design.→

Systems to be built for RL: 
 fast executing (accurate) simulation / digital 

twin for training

 instrumentation designed with control 

algorithm

→

→

RL setup for trajectory steering
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Key ingredients…

https://doi.org/10.1038/s41586-021-04301-9 

Accurate simulators 

๏ Full or meta training in simulation, sim2real transfer or very sample-efficient adaptation 

Adequate, non-destructive instrumentation as state information 

๏ In the case of Tokamak control: 92 input state features (plus targets) 

Optimised Reinforcement Learning algorithms  available 

๏ Need to be easy to tune and some guarantees of convergence 

๏ Sample-efficiency "less" strict requirement  

→
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From Tokamaks to Accelerators…
Fully autonomous control with RL for small low intensity linear accelerator with fast 
simulations: ARES @ DESY 

Courtesy O. Stein, J. Kaiser, A. Eichler
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Fully autonomous control with RL for small low intensity linear accelerator with fast 
simulations: ARES 

From Tokamaks to Accelerators…

Courtesy O. Stein, J. Kaiser, A. Eichler

@ DESY 
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One step further… “Talk to the accelerators”
"Conversational Tuning” for transverse beam parameter tuning at ARES 

Objective: 

Courtesy J. Kaiser et al Prompt engineering very important. 
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One step further… “Talk to the accelerators”
"Conversational Tuning” for transverse beam parameter tuning at ARES 

Prompting scheme: optimisation prompt  

Ideally expect answer like this:

Courtesy J. Kaiser
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"Conversational Tuning”  for transverse beam parameter tuning at ARES 

One step further… “Talk to the accelerators”

Courtesy J. Kaiser
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General AI assistants in the control room?
LLMs to use tools… 

Using ReACT prompting scheme = Reasoning + Actions: chain-of-thought prompting + 
information injection via actions 

๏  Needs large enough models (+ hardware resources)
General AI Assistant for Intelligent Accelerator Operations (GAIA)

F. Mayet, DESY, 2024

Link to talk

https://indico.desy.de/event/38849/contributions/162131/attachments/88645/118865/LIPS_2024_Talk_FrankMayet.pdf
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General AI assistants in the control room?
Using ReACT prompting scheme = Reasoning + Actions: chain-of-thought prompting + 
information injection via actions 

๏  Needs large enough models (+ hardware resources)

F. Mayet, DESY,  2024
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What can AI do for accelerators? The vision..
Autonomous accelerators 
Key words: optimal control and optimisation, anomaly detection and prescriptive 
maintenance, surrogate modelling, differentiable simulations, virtual diagnostics,… 

Optimised accelerator design 
Key words: fast-executing simulations for optimisation algorithms, differentiable 
simulations,… 

Generic AI for efficient research and development 
Key words: AI assistants for code development, knowledge retrievable,… 
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Future accelerators =  AI-ready accelerators
Input from the FCC operational model discussion: 

The business-as-usual solution: FCC just larger LHC 

๏ Brute force scale-up  using helicopters to reduce intervention times, more people, 
more sites,… 

๏ (Financially excluded, luckily) 

The elegant solution: FCC to be run like a space telescope.  

๏ Reinvent exploitation paradigm: hierarchical autonomous systems 

๏ AI is key technology 

๏ Management’s preferred option  

→
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The (obvious) new equipment paradigm

19

You cannot go there to fix it…

Redundancy, robotics,…

Think banking apps, heating 
systems,….

All digital, all remote controllable/
analysable


Simulations will be key.

Fast-executing, differentiable.

Digital twins…


Exploit automation at every level.


Automation across systems.

Automation within given system.


 different players to implement 
automation


All equipment designed with 
automation in mind: 

auto-configure, auto-stabilize, auto-
analyse, auto-recover,…


→
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Retrofit the old stuff?
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Retrofit the old stuff?

SHiP - Search for Hidden Particles 
Start operation ~2030

Many challenges: losses, 

proton sharing,…
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Efficient Particle Accelerators (EPA) project @ CERN 

WP1  
Dynamic Beam Scheduling 

WP2  
Automated LHC Filling 

WP3  
Automated Parameter Control & 

Optimisation 

WP4  
Hysteresis Compensation 

WP5  
Next Generation Sequencer 

WP6  
Efficient Settings Management 

WP7  
Automated Equipment Testing 

WP8  
Automate Equipment 

WP9  
Data Processing Framework 

 automating accelerator exploitation - AI and classical means 
Approved in autumn 2023 after pre-study in  Efficiency Think Tank (ETT)  

9 work packages: ETT recommendations and  controls infrastructure evolution. 

→

23

https://edms.cern.ch/ui/file/2922514/1/efficiency_think_tank_final_release.pdf
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EPA goals
Focus is on automation  to increase efficiency, reproducibility, flexibility and performance 

WP1 Dynamic Beam Scheduling  

๏ Automatically and dynamically schedule beams 

WP2 Automated LHC Filling 

๏ Automate and standardise LHC beam preparation and filling; reduce impact on fixed target users and LHC 
turn-around time 

WP3 Automated Parameter Control and Optimisation: 

๏ Automate parameter optimisation, automatically contain drifts 

WP4 Hysteresis Compensation: 

๏ Deterministic field control, decouple cycles 

WP7 Automated Equipment Testing:  

๏ AccTesting for “all" equipment for injectors and LHC, fully automated Hardware Commissioning 

WP8 Automate Equipment: 

๏ Automatic equipment setup; automate fault analysis, recovery; towards preventive maintenance

→

17
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What are the trends in the community?

Workshop 2025 will be at CERN!

Topics of ML workshop '24
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Accelerator ML community - Trends…
Focus shifting slowly from R&D to AI at scale with full life cycle management. 

 Infrastructure/Deployment Workflows (MLOps) one of the longest sessions at last 
workshop 

 Discussion about standards: e.g. optimisation problem definition standards 

 Non-trivial life cycle management questions becoming important: ”continual learning” 

๏ Full tutorial about it. 

The big new theme: LLMs…PACuna, Logbook search, AI assistants in the control room 

Progress on all fronts…

→

→
→
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Majority of talks in "optimisation and control” session about 
BO 

 

Bayesian Optimisation (BO) BO

State-of-the-art BO: 
๏ Model-based priors for various 

applications 

๏ Multi-fidelity BO for laser plasma 
accelerators 

๏ SafeOpt to include safety constraints - 
faster convergence with ModSafeOpt 

๏ Information-based Bayesian Optimisation 
with virtual objectives 

๏ … 

Recent publication of review paper:  
Bayesian optimisation algorithms for accelerator physics 
Phys. Rev. Accel. Beams 27, 084801
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Common tools and frameworks were key

State-of-the-art BO with BoTorch 
๏ GPU accelerated 

๏ versatile 

๏ fully integrated with PyTorch, 
GPyTorch 

CERN

SLAC
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Optimisation algorithms work best and are most sample-efficient with gradient 
information of the objective function. 

Differentiable simulation codes
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Example: generative phase-space reconstruction in 6D 
These measurements are normally rarely done, too time consuming… 

E.g. Spallation Neutron Source (SNS):  measurements over 36 h 5 × 106

If you have differentiable codes….

Tested at Argonne Wakefield 
Accelerator (AWA):

only 20 measurements for full 6 D 

reconstruction. 

Courtesy R. Roussel et al  arXiv:2404.10853
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RL4AA - workshop
Pushing the frontiers of RL for accelerators  autonomous accelerators. →
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RL @ CERN  - all trained on simulation or surrogate

Courtesy M. Schenk
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Advanced RL concepts
How to deal with time-varying systems, partially observable systems (POMDP). 

META-RL  i.e. MAML

META-RL  allows for few shot adaptation 
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META-RL for accelerators

Tested algorithm on for AWAKE electron line steering at CERN.



tCSC on ML 2024, Split, V. Kain, 13-19 Oct 2024

Include the physics you know… PINNs
PDEs play a crucial role in many applications in accelerators… 

E.g. Finite elements modelling (FEM) methods are standard solvers for various design 
question: magnets and other accelerator components 

FEM limitations when used for design optimisation: computational cost depending on mesh 
size.  

Can solve PDEs with NNs  

 Physics-inspired NNs PINNs: use automatic differentiation and add terms in loss function 

Example:  

 to be minimised:  

Total loss function:  

→

df
dt

= Rf(t)(1 − f(t))

→ LODE =
dfNN

dt
− RfNN(t)(1 − fNN(t))

L = Lcolocation + LODE

From arXiv:2403.00599
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Example: PhyLSTM hysteresis compensation
Hysteresis of magnets in the SPS has impact on slow extracted spill quality

Effects on slope of intensity decrease with varying main dipole field
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Example: PhyLSTM hysteresis compensation
Hysteresis modelling rather challenging, no closed form solution. 

First idea: use Bouc-Wen model ,  

Input , output  

a··y(t) + b(y, ·y) + r(y, ·y, y(τ)) = Γx(t) ··y + g = Γx
x = {I, dI/dt} y = {B, dB/dt}
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State-of-the-art hysteresis modelling 
Best results with transformer-based timeseries forecasting models (purely data-driven): 
Temporal Fusion Transformer 

 B(t0, …, tN), I(t0, …, tN+M) → B(tN+1, …, tN+M)

Feed forward correction scheme in

control room 
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Diagnostics and Analysis - Computer vision
Variational auto-encoders for radiation hard Optical Fibre Imaging  next generation 
beam profile monitors?

→

G.Trad
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Diagnostics and Analysis - Computer vision
Example: bunch-by-bunch tomographic reconstruction in the LHC; ensemble of auto-
encoders trained in simulation on turn-by-turn longitudinal bunch profiles

8



tCSC on ML 2024, Split, V. Kain, 13-19 Oct 2024

Diagnostics and Analysis - Computer vision
Example: bunch-by-bunch tomographic reconstruction in the LHC; ensemble of auto-
encoders trained in simulation on turn-by-turn longitudinal bunch profiles

8
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Final words…
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What’s next…
AI is changing how we exploit particle accelerators and will drive how we build new ones 

Many different use cases at particle accelerators, for many different types of AI/ML 
algorithms.  

In this lecture series will focus on optimisation and control aspects.  

You will get an introduction into  

๏ Bayesian Optimisation 

๏ Reinforcement Learning 


