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‣ As many as possible within the limit of keeping the fits stable

binning philosophy
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Figure 2: Results for the CP -averaged angular observables FL, AFB, S5 and P 0
5 in bins of q2.

The data are compared to SM predictions based on the prescription of Refs. [43,44], with the
exception of the P 0

5 distribution, which is compared to SM predictions based on Refs. [70, 71].

q2 [72, 73] to yield more precise determinations of the form factors over the full q2 range.

For the P (0)
i observables, predictions from Ref. [70] are shown using form factors from

Ref. [71]. These predictions are restricted to the region q2 < 8.0GeV2/c4. The results
from Run 1 and the 2016 data are in excellent agreement. A stand-alone fit to the Run 1
data reproduces exactly the central values of the observables obtained in Ref. [1].

Considering the observables individually, the results are largely in agreement with the
SM predictions. The local discrepancy in the P 0

5 observable in the 4.0 < q2 < 6.0GeV2/c4

and 6.0 < q2 < 8.0GeV2/c4 bins reduces from the 2.8 and 3.0 � observed in Ref. [1] to 2.5
and 2.9 �. However, as discussed below, the overall tension with the SM is observed to
increase mildly.

Using the Flavio software package [42], a fit of the angular observables is performed
varying the parameter Re(C9). The default Flavio SM nuisance parameters are used,
including form-factor parameters and subleading corrections to account for long-distance
QCD interference e↵ects with the charmonium decay modes [43, 44]. The same q2 bins as
in Ref. [1] are included. The 3.0 � discrepancy with respect to the SM value of Re(C9)
obtained with the Ref. [1] data set changes to 3.3 � with the data set used here. The
best fit to the angular distribution is obtained with a shift in the SM value of Re(C9) by
�0.99+0.25

�0.21. The tension observed in any such fit will depend on the e↵ective coupling(s)
varied, the handling of the SM nuisance parameters and the q2 bins that are included in
the fit. For example, the 6.0 < q2 < 8.0GeV2/c4 bin is known to be associated with larger
theoretical uncertainties [47]. Neglecting this bin, a Flavio fit gives a tension of 2.4 �
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The presence of a K+⇡� system in an S-
wave configuration, due to a non-resonant con-
tribution or to feed-down from K+⇡� scalar
resonances, results in additional terms in the
di↵erential angular distribution. Denoting the
right-hand side of Eq. 1 by WP, the di↵erential
decay rate takes the form

(1� FS)WP +
9

32⇡
(WS +WSP) , (7)

where

WS =
2

3
FS sin

2 ✓` (8)

and WSP is given by

4

3
AS sin

2 ✓` cos ✓K + A(4)
S sin ✓K sin 2✓` cos�+

A(5)
S sin ✓K sin ✓` cos�+ A(7)

S sin ✓K sin ✓` sin�

+A(8)
S sin ✓K sin 2✓` sin� .

(9)

The factor FS is the fraction of the S-wave
component in the K⇤0 mass window, and WSP

contains all the interference terms, A(i)
S , of the

S-wave with the K⇤0 transversity amplitudes
as defined in Ref. [26]. In Ref. [7], FS was mea-
sured to be less than 0.07 at 68% confidence
level. The maximum value that the quanti-
ties A(i)

S can assume is a function of FS and
FL [11]. The S-wave contribution is neglected
in the fit to data, but its e↵ect is evaluated
and assigned as a systematic uncertainty us-
ing pseudo-experiments. A large number of
pseudo-experiments with FS = 0.07 and with
the interference terms set to their maximum
allowed values are generated. All other param-
eters, including the angular observables, are set
to their measured values in data. The pseudo-
experiments are fitted ignoring S-wave and in-
terference contributions. The corresponding
bias in the measurement of the angular observ-
ables is assigned as a systematic uncertainty.
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Figure 1: Measured values of P 0
4 and P 0

5 (black
points) compared with SM predictions from
Ref. [11] (blue bands).

The results of the angular fits to the data are
presented in Table 1. The statistical uncertain-
ties are determined using the Feldman-Cousins
method [27]. The systematic uncertainty takes
into account the limited knowledge of the angu-
lar acceptance, uncertainties in the signal and
background invariant mass models, the angu-
lar model for the background, and the impact
of a possible S-wave amplitude. E↵ects due
to B0/B0 production asymmetry have been
considered and found negligibly small. The
comparison between the measurements and the
theoretical predictions from Ref. [11] are shown
in Fig. 1 for the observables P 0

4 and P 0
5. The

observables P 0
6 and P 0

8 (as well as S7 and S8)
are suppressed by the small size of the strong
phase di↵erence between the decay amplitudes,
and therefore are expected to be close to zero
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1 fb-1

4.7 fb-1

B0 → K*μμ

‣ Prime example:  B0,+ → K*0,+μ+μ−

9 fb-1
2 large bins 
8 small bins 

+ 16 half bins

2 large bins 8 small bins
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[1.1, 6.0]
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2 large bins 5 small bins
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[6.0, 8.0]

[11.0, 12.5]

[15.0, 18.9]

1

ϕ(1020) gap

‣  resolution is excellent 

‣ no limits to the narrowness of the bins 
mμμ

‣ finer binning always 
a sub-scheme of 
coarser binning



‣ More bins

Clearly depends on stats
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Bs → ϕμμ

2 large bins 8 small bins

[0.1, 0.98]

[1.1, 6.0]

[1.1, 2.5]

[2.5, 4.0]

[4.0, 6.0]

[6.0, 8.0]

[11.0, 12.5]

[15.0, 19.0]
[15.0, 17.0]

[17.0, 19.0]

2 large bins 5 small bins

[0.1, 0.98]

[1.1, 6.0]
[1.1, 4.0]

[4.0, 6.0]

[6.0, 8.0]

[11.0, 12.5]

[15.0, 18.9]

1

0 5 10 15
]4c/2 [GeV2q

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1LF LHCb

φ ψ/J (2S)ψ

1−LHCb 8.4fb
1−LHCb 3fb

SM (LCSR+Lattice)

0 5 10 15
]4c/2 [GeV2q

1−
0.8−

0.6−

0.4−

0.2−

0
0.2
0.4
0.6
0.8

13S LHCb

φ ψ/J (2S)ψ

1−LHCb 8.4fb
1−LHCb 3fb

SM (LCSR+Lattice)

0 5 10 15
]4c/2 [GeV2q

1−
0.8−

0.6−

0.4−

0.2−

0
0.2
0.4
0.6
0.8

14S LHCb

φ ψ/J (2S)ψ

1−LHCb 8.4fb
1−LHCb 3fb

SM (LCSR+Lattice)

0 5 10 15
]4c/2 [GeV2q

1−
0.8−

0.6−

0.4−

0.2−

0
0.2
0.4
0.6
0.8

17S LHCb

φ ψ/J (2S)ψ

1−LHCb 8.4fb
1−LHCb 3fb

SM (LCSR+Lattice)

0 5 10 15
]4c/2 [GeV2q

1−
0.8−

0.6−

0.4−

0.2−

0
0.2
0.4
0.6
0.8

15A LHCb

φ ψ/J (2S)ψ

1−LHCb 8.4fb
1−LHCb 3fb

0 5 10 15
]4c/2 [GeV2q

1−
0.8−

0.6−

0.4−

0.2−

0
0.2
0.4
0.6
0.8

1

CP FBA LHCb

φ ψ/J (2S)ψ

1−LHCb 8.4fb
1−LHCb 3fb

0 5 10 15
]4c/2 [GeV2q

1−
0.8−

0.6−

0.4−

0.2−

0
0.2
0.4
0.6
0.8

18A LHCb

φ ψ/J (2S)ψ

1−LHCb 8.4fb
1−LHCb 3fb

0 5 10 15
]4c/2 [GeV2q

1−
0.8−

0.6−

0.4−

0.2−

0
0.2
0.4
0.6
0.8

19A LHCb

φ ψ/J (2S)ψ

1−LHCb 8.4fb
1−LHCb 3fb

Figure 3: CP -averaged angular observables FL and S3,4,7 and CP -asymmetries ACP
FB and A5,8,9

shown by black crosses, overlaid with the SM prediction [23–26] as blue boxes, where available.
The grey crosses indicate the results from Ref. [4]. The grey bands indicate the regions of the
charmonium resonances and the B0

s ! �� region.
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‣ Less bins

A Appendix

Table 4: Di↵erential branching fraction results (10�9
⇥ c4/GeV2) for the B+

! K+µ+µ�

decay, including statistical and systematic uncertainties.

q2 range (GeV2/c4) central value stat syst

0.1 < q2 < 0.98 33.2 1.8 1.7
1.1 < q2 < 2.0 23.3 1.5 1.2
2.0 < q2 < 3.0 28.2 1.6 1.4
3.0 < q2 < 4.0 25.4 1.5 1.3
4.0 < q2 < 5.0 22.1 1.4 1.1
5.0 < q2 < 6.0 23.1 1.4 1.2
6.0 < q2 < 7.0 24.5 1.4 1.2
7.0 < q2 < 8.0 23.1 1.4 1.2
11.0 < q2 < 11.8 17.7 1.3 0.9
11.8 < q2 < 12.5 19.3 1.2 1.0
15.0 < q2 < 16.0 16.1 1.0 0.8
16.0 < q2 < 17.0 16.4 1.0 0.8
17.0 < q2 < 18.0 20.6 1.1 1.0
18.0 < q2 < 19.0 13.7 1.0 0.7
19.0 < q2 < 20.0 7.4 0.8 0.4
20.0 < q2 < 21.0 5.9 0.7 0.3
21.0 < q2 < 22.0 4.3 0.7 0.2

1.1 < q2 < 6.0 24.2 0.7 1.2
15.0 < q2 < 22.0 12.1 0.4 0.6
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Table 4: Di↵erential branching fraction results (10�9
⇥ c4/GeV2) for the B+

! K+µ+µ�

decay, including statistical and systematic uncertainties.

q2 range (GeV2/c4) central value stat syst

0.1 < q2 < 0.98 33.2 1.8 1.7
1.1 < q2 < 2.0 23.3 1.5 1.2
2.0 < q2 < 3.0 28.2 1.6 1.4
3.0 < q2 < 4.0 25.4 1.5 1.3
4.0 < q2 < 5.0 22.1 1.4 1.1
5.0 < q2 < 6.0 23.1 1.4 1.2
6.0 < q2 < 7.0 24.5 1.4 1.2
7.0 < q2 < 8.0 23.1 1.4 1.2
11.0 < q2 < 11.8 17.7 1.3 0.9
11.8 < q2 < 12.5 19.3 1.2 1.0
15.0 < q2 < 16.0 16.1 1.0 0.8
16.0 < q2 < 17.0 16.4 1.0 0.8
17.0 < q2 < 18.0 20.6 1.1 1.0
18.0 < q2 < 19.0 13.7 1.0 0.7
19.0 < q2 < 20.0 7.4 0.8 0.4
20.0 < q2 < 21.0 5.9 0.7 0.3
21.0 < q2 < 22.0 4.3 0.7 0.2

1.1 < q2 < 6.0 24.2 0.7 1.2
15.0 < q2 < 22.0 12.1 0.4 0.6
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‣ In both cases bin edges are part of the same set, e.g. 4.0, 6.0, 8.0, etc…



‣ LFU test

What about electrons?
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{ low-q2:      [0.1*, 1.1] GeV2 
central-q2: [1.1, 6.0] GeV2         

RK, RK*

Renato Quagliani LHC Seminar, CERN 6

Today: lepton flavour universality test in b → sℓ+ℓ−

✦ Full LHCb dataset (9 ), simultaneous measurement of  fb−1 RK & RK*

RK
RK*

charmonium 
resonances

K*0 → K+π−

K*0 : m(K+π−) ∈ [792,992] MeV/c2

✦  ranges:  

‣  

‣

q2

low-q2 : q2 ∈ [0.1,1.1] GeV2/c4

central-q2 : q2 ∈ [1.1,6.0] GeV2/c4

✦ For RK*

Analysis

tree b → ccs

Renato Quagliani LHC Seminar, CERN 16
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Data
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≃
‣ Brem recovery is 

O(50 ) efficient 

‣ Well described in 
simulation

%
Wider fit range than muons 

‣ more background,  

‣ more sensitive to peaking structures 

‣ lineshapes are brem-dependent

[JHEP08(2017)055]

Challenges in LFU tests: electrons and energy lossesAnalysis: strategy

- high-  ( >14 GeV2) more challenging…WIPq2 q2

- worse electron resolution prevent going closer to  resonancesψ

*first RK* went down to 0.045 GeV2

- lower limit increased to reduce theory syst. uncertainty due  
to photon pole + phase space closure (  ) 

- RK can go as low as you want without this issue

RSM
K* ∼ 0.9

‣ For electrons, the finer the binning gets, the stronger the correlations between the bins

‣ With Run3 dataset expected to split central-q2 in at least 2 sub-bins
- currently ~4% stat. uncert. in RK central- , can achieve the same precision 
in each sub-bin

q2



Electrons: q2 constrained

5

‣ Upcoming  angular analysisB0 → K*0e+e−

In two wide ranges: 
-  [1.1, 6.0] GeV2 
-  [1.1, 7.0] GeV2

q2
c ∈

q2
c ∈ possible thanks to  calculated by constraining 

reconstructed  to PDG  mass
q2

m(Kπee) B0
CHAPTER 6 6.7. SELECTION
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Figure 6.13: Distribution of the B0 !K⇤0 `+`� and B0 !K⇤0J/ (! `+`�) data candidates as a function
of PV-constrained B0 invariant mass m(K+⇡�`+`�)PV and q2, as obtained for the muon mode (left) and
the electron mode (right).
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Figure 6.14: Distribution of the B0 !K⇤0 `+`� and B0 !K⇤0J/ (! `+`�) data candidates as a function
of PV-constrained B0 invariant mass m(K+⇡�`+`�)PV and constrained q2, as obtained for the muon mode
(left) and the electron mode (right).

the best compromise between signal efficiency and background rejection.

Signal and background samples

Two different classifiers are used to select signal decays to electrons and muons. Training and testing
are performed on combined samples of 2011 and 2012 and, for electrons, jointly for the three trigger
categories. This choice is driven by the observation that the statistics available is the limiting factor
in the classifier performance. An increase in the statistics is hence more beneficial than the use
of samples recorded under the same conditions (mainly the energy of the pp collisions) and with
the same kinematic properties. On the other hand, the optimisation of the classifiers is performed
separately for each trigger category. The low and central q

2 bins are combined for the training but
considered separately in the optimisation.

The signal is obtained from B
0 ! K

⇤0
e
+
e
� and B

0 ! K
⇤0

µ
+
µ

� simulation samples that are
corrected to account for differences between simulation and data, while the B

0 candidates populating
the upper sideband of the B

0 invariant mass distribution in data are used as background sample.
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of PV-constrained B0 invariant mass m(K+⇡�`+`�)PV and constrained q2, as obtained for the muon mode
(left) and the electron mode (right).

the best compromise between signal efficiency and background rejection.

Signal and background samples

Two different classifiers are used to select signal decays to electrons and muons. Training and testing
are performed on combined samples of 2011 and 2012 and, for electrons, jointly for the three trigger
categories. This choice is driven by the observation that the statistics available is the limiting factor
in the classifier performance. An increase in the statistics is hence more beneficial than the use
of samples recorded under the same conditions (mainly the energy of the pp collisions) and with
the same kinematic properties. On the other hand, the optimisation of the classifiers is performed
separately for each trigger category. The low and central q

2 bins are combined for the training but
considered separately in the optimisation.

The signal is obtained from B
0 ! K

⇤0
e
+
e
� and B

0 ! K
⇤0

µ
+
µ

� simulation samples that are
corrected to account for differences between simulation and data, while the B

0 candidates populating
the upper sideband of the B

0 invariant mass distribution in data are used as background sample.
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Binned vs unbinned

6

‣ LHCb is performing complementary q2-unbinned 
measurements 

‣ Journey started in 2017 with (binned) phase 
difference determination in B+ → K+μμ
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Results

14
Figure 5: The q2 projection from the baseline data fit. The total PDF is decomposed into signal
and background components, with the signal contributions further decomposed into local and
nonlocal contributions as described in Sec. 2.5.1. Note the hybrid linear/log scale to incorporate
the very tall peaks from the charmonium states.

uncertainties. The SM values for the Wilson Coe�cients obtained from Ref. [14] are708

also indicated in Fig 6, revealing a 2.1� deviation in the C9 fit result, and otherwise709

good agreement with SM. Two-dimensional likelihood profiles for C(0)
9,10 are also obtained,710

as shown in Fig. 7. The parameters of the dominant nonlocal contributions, i.e. the711

one-particle resonance amplitudes, are listed in Tables 5 and 6, and the two-particle and712

non-resonant contributions to C7 are given in Table 7.713

The prior and posterior values for the local form factor parameters are given in Table 8.714

Projections of the fit on the angles as well as q2 in the individual subregions can be found715

in Fig. 17 in Appendix C.716

7 Discussion717

The primary observation to be made based on the results of Sec. 6 is that while the718

data-driven nonlocal model used in this analysis shows that there is some contribution of719

nonlocal amplitudes in the q2 regions used by previous binned analyses [4], it still prefers720

a value of C9 that is shifted from the SM expectation. Based on a 1D profile likelihood721

24

C Fit projections in q2
sub-regions890

The four-dimensional maximum likelihood fit to the signal region is performed simultane-891

ously in three q2 regions, as described in Sec. 3.3. The results of the fits to the cos ✓K ,892

cos ✓`, �, and q2 distributions within each of the three regions are shown in Fig. 17.893

Figure 17: Result of the fit to candidates in the signal mass region. The four rows correspond to
the distributions of cos ✓K , cos ✓`, � and q2. The three columns correspond to the low-, mid- and
high-q2 regions. The total PDF is shown in blue, the signal PDF in red and the background PDF
in dotted black. The impact of the neglected exotic states is visible in the cos ✓K distributions.
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LHCb-PAPER-2024-011,  
in preparation  

Preliminary 

Preliminary 

Preliminary 

Preliminary 

New
B0 → K*0μμ LHCb-PAPER-2024-011 in 

preparation

‣ Now 4D unbinned fit to  

‣ Complementary model assumptions 

‣ z-expansion [PRL 132 (2024) 131801, PRD 109 (2024) 052009]  

‣ dispersion relation [LHCb-PAPER-2024-011 in preparation]

B0 → K*0μμ

Pro: more information 

Cons: model-dependence (require 
external inputs from theory, e.g. FFs)



Unbinned analyses: pros

7

‣ Better sensitivity 

‣ Exact improvement depends on fit 
configuration, stats, etc. 

‣ Simple case with P-wave only toys, fit 
to C9, z-expansion model
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 0.050±mean =  0.032 
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unbinned

binned
‣ Fit extracts a lot of information: 100 signal 

parameters!! 

‣ What’s the best way to pass this information 
to the community?



Reinterpretation of the result?

8

‣ z-expansion analysis provided bootstrapped set of 
coefficients 

‣ Dispersion relation will provide synthetic datasets 

‣ large stat toys generated from fit result 
covariance matrix 

‣ can be refitted with different inputs/constraints

‣ A 3rd unbinned  analysis is on the way 

‣ minimal possible model dependency 

‣ amplitudes parametrised with 4th order polynomials in  GeV2  

‣ no inputs required for FF, ect.

B0 → K*0μμ

q2 ∈ [1.1, 8.0]



Summary and discussion points

9

‣ Muons: as many bins a possible 

‣ Electrons: less stat and worse resolution, possibility to splitting bins in the short future 

‣ Unbinned analyses: complementary information, different level of model dependency baked 
into the analysis 

‣ Can be extended to other decays, e.g. , CPV (split by ), B+ → K+μμ B0,+ vs B0,+ B+ → π+μμ


