Advancing Intercontinental Connectivity and Interoperability:

CSTNet, CSTCloud and GOSC Initiative

Etaasn

China Science & Technology Network

Dr. Haiming Zhang, Ms. Xueting Li

hE R R
GOSC Computer Network Information Center c:c Eﬁﬂlﬂﬁﬁﬁj"b

Chinese Academy of Sciences

@ © % Giohal Open Science Cloud

Chinese Academy of Sciences




Advancing Intercontinental Connectivity and Interoperability:

Partl, CSTNet & CSTCloud

Etaasn

China Science & Technology Network

B ER

China Science & Technology Cloud

Dr. Haiming Zhang
. hER
Computer Network Information Center .c EELHLR S B el

Chinese Academy of Sciences

Chinese Academy of Sciences




History of Computer Network Information Center, CNIC

Birthplace of China’s Internet: China’s first router, first domain name service, China Science and

Technology Network, China Internet Network Information Center (transferred) founded here

Pioneer of China’s high-performance computing service: China’s first public supercomputing

service, Management Center of China National Grid

Contributor to early open data practices of the CAS: National Basic Science Data Center,

Science Data Bank, General Data Center of CAS, CAS Scientific Data System, ARP, VSMC CAS informatization organization supporting research,
management and outreach, testbed for technology validation

Campus Distribution
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Background: CAS Research and Cooperation with the World

Data-intensive & big data driven Science

Major Research National scientific Field Stations Major in.ternatic.mal
Infrastructures data centers all around China cooperation projects

FAST of NAO

Wukong and Mozi of NSSC

LHC of CERN JUNO, LHASSO, CSNS of IHEP
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CSTNet: Domestic Network

High-speed interconnection of
140 scientific elements

« 100Gbps programmable network
« 1000 PF computing platform

- 100PB data backup
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CSTNet: International Network Access
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CSTCloud: Research Data Centers
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Federated Cloud Solution — YunKun Software 7> =il
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User Interfaces — YunKun Software
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Demonstration in the Five-hundred-meter Aperture Spherical Radio Telescope (FAST)

The important progress made by FAST was selected
as one of China's top ten scientific and technological

progress news in 2022
paper in Nature

nature > articles > article

Based on CSTNet, the
transmission network between

Article ‘ Open Access ‘ Published: 08 June 2022

Arepeating fast radio burst associated witha
persistent radio source

FAST Data /month :
5 dataset 130 thousand files about 17.5TB

C.-H. Niu, K. Aggarwal, D. Li , X. Zhang, S. Chatterjee, C.-W. Tsai, W. Yu , C.J. Llaw , S. Burke-

FAST computing environments

in Guizhou Normal University,

Wang, M. Yuan, Y.-L. Yue, D.-J. Zhou, Z. Yan, W.-W. Zhu & B. Zhang  — Show fewer authors

Nature 606, 873-877 (2022) ‘ Cite this article

Huairou and Zhijiang National

20k Accesses | 1491 Altmetric | Metrics

Arepeating fast radio burst associated with a persistent radio source

Laboratory was constructed

key science project for supporting follow-up observations; and the FAST collaboration
realfast team for their technical support. Some data presented herein were obtained at
M. Keck Observatory, which is operated as a scientific partnership among the Californi

Based on CSTCloud, FAST data

pipeline was deployed in the

Institute of Technology, the University of California and the National Aeronautics and ¢
Administration. The observatory was made possible by the generous financial support
W. M. Keck Foundation. This study is based in part on data collected at the Subaru Tele:
whichis operated by the National Astronomical Observatory of Japan. The National Ra
Astronomy Observatory is a facility of the National Science Foundation operated unde
m O d e Of d a t a fa Cto ry to S u p p O rt cooperative agreement by Associated Universities, Inc. JLIEAe ¢ TERIT el ge=e koA

Science and Technology Cloud (CSTCloud) and China Environment for Network Innov:
CENI). We thank the staff of CSTCloud/CENI for their support during data processing

streaming computing

Author information

These authors contributed equally: C.-H. Niu, K. Aggarwal, D. Li

J. M. Cordes, Y.-K. Zhang, S. K. Ocker, J.-M. Yao, P. Wan, Y. Feng, Y. Niino, C. Bochenek, M. Cruces,
Connor, J.-A. Jiang, S. Dai, R. Luo, G.-D. Li, C.-C. Miao, J.-R. Niu, R. Anna-Thomas, J. Sydnor, D. Ste
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Sustainable Development Goals Big Data Platform

UN SDG Big Data Platform aims to integrate Big Earth Data for SDGs monitoring and prediction and provide decision
support for SDGs implementation.

The SDG Big Data Platform has explored many innovative technologies, including the unified scheduling and aggregation
services of ultra-large-scale distributed computing resources, the management and computation of PB-level gridded data,
and the interactive online analysis of Big Earth Data. All these will guarantee the effectiveness and efficiency of SDGs
implementation progress monitoring, thus contributing to the United Nations 2030 Agenda.
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CSTCloud: Network, Hardware, Software, Services

« As one of the key national e-infrastructures, CSTCloud fully support multidisciplinary open scientific
research with integrated cloud services for the discovery, usage and delivery of S&T resources.

« Supported by 13th,14th Five-year National informationization plans.
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CSTCloud Team



Intercontinental Connectivity Cooperation

International Symposium on Open Science Clouds (ISOSC) 2023

Launch of Cooperation with EGI Support Academic Activities with Launch of Cooperation with African
GOSC partners Open Science Platform East Node



GOSC Partners and CNIC:

Advancing Global Connectivity and Interoperability:
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Trend of Open Science Movement

UNESCO.S SCIENCE |BUSINESS: : UNESCO

The Open Science movement

2015

2012 2019

Science as an open UNESCO
enterprise Global open science roadmap

Action Plan 2019 — 2021

i e e —

Action Plan 2015 - 2021

Science as an
open enterprise

June 2012

m
ROYAL
SOCIETY

. 2012.Science as an open enterprise. The Royal Society Science Policy Centre report 02/12, https://royalsociety.org/topics-policy/projects/science-public-
enterprise/report/

Il. Science Business. 2020. Going global: connecting the clouds. Available at: https://sciencebusiness.net/report/going-global-connecting-clouds

Ill.International Science Council. The Action Plan 2019-2021. https://council.science/actionplan/

IV.CODATA. Making Data Work for Cross-Domain Grand Challenges: the CODATA Decadal Programme.https://codata.org/initiatives/decadal-programme2/

V.UNESCO. 2021. Draft recommendation on open science. Available at: https://unesdoc.unesco.org/ark:/48223/pf0000378841/PDF/378841eng.pdf.multi

Going global: connecting —=—  Draft Recommendation
the clouds M on Open Science

2021.5

IIIII’

ISC
Statement of Open

3 .
::',0:‘. International Sclence
- ISC X Science Council S

Executive summary

Sinca 2016 the European Commission has been developing and tasting plans for what it calls the
European Open Science Cloud (EDSC), an ambitious project to intarlink scientific data services
across the ELL But to succeed, it will ultimately need to have global reach. Although the scianca
cloud is clearly Europe-cantric, it can't be restricted to the bordars of the EU: scientists and
researchers are global and need to be able to collaborate using data, tools and infrastructures
that can be accessed across international borders. Scientists around the world are woarking on
the same major challengas, such as climate change, communicable and chronic diseases and the
management of limited resources, such as enargy and water. Rather than leaving each group of
researchers to reinvent the wheel, cross-border collaboration between researchers will produce
bettar results, faster.

The major obstacles to nternational open science include concerns related to national security,
privacy and confidentiality, commercial sensitivity and intellectual property rights, as well as fears that
the potential returms on investments in mesearch infrastructures will somehow be compromised. Another
major abstacks is national pride - senior figures in both the political and scientific establishments don't
want to be seen to be depandent on support from foreign scientists and research infrastructure.

The leading lights in open science are MNorthern European and Latin American countries,
according to a 2018 paper’ by the OECD, which cites research from 2015. Like the EU, most of
the world's advanced economies, including Japan, South Korea, Australia, Canada, China and the
LL5., ara looking to open up their research to some extent. For example, the Chinese Academy
of Sciences is leading an effort to develop 20 national data centres, covering all types of research
data, which will feed into an cverarching cloud infrastructure called CSTCloud, similar to the
EOQSC, according to a repori? by Varsha Khodiyar of Springer Nature. The Chinese Academy
of Sciencas anvisions that the CSTCloud may one day be interconnected with the EOSC, and
eventually to other similar regional initiatives as they are developed, creating a truly global network
for research data, according to Khodiyar's report.
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Open Science and Open Science Infrastructures

Open science infrastructures around the world

3 EUROPEAN OPEN }%‘%@%%ﬁ%
== SCIENGE CLOUD

European Open Science Cloud 2015

The Future of Science
and Science for the Future

China Science & Technology Cloud 2017 Platform 2018
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China Science & Technology Cloud African Open Science
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New Digital
Research Infrastructure
Organization
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open science
infrastructures

open
engagement of
societal actors

open dialogue
with other open access to

knowledge scientific
systems knowledge

open science
communication

Open science key pillars

It is urgent to break down open science silos and promote OSI connectivity and interoperability in order to

*®®®®®  address grand human challenges.
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Vision: The GOSC vision is of a global Open Science environment that connects trusted research e-Infrastructures to enable
innovative scientific discovery.

Mission: The GOSC mission is to encourage cooperation, alignment and ultimately interoperability among Open Science research
clouds/platforms. We aim to help connect various institutional, national, and regional initiatives, laying the foundations for cross-

continental, federated, Open Science and FAIR infrastructure, and virtual research environments.



GOSC Governance

Global Open Science Cloud

E — | Strategy, Governance and Sustainability
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Sensitive Data Federation Analysis Model in Population Health
Open Reproducible Raw Diffraction Data for Access in Pandemics
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GOSC Progress: Policy and Governance ‘&0SC

The Global Open Science Cloud: Vision and Initial Successes offers
comprehensive insights into the current progress and future directions for
the GOSC Initiative.

The Global Open Science Cloud Landscape discusses the concept and
landscape of GOSC, aiming to review the existing work, examine the
available resources, and identify collaboration opportunities.

The GOSC SDG-13 Bangkok Workshop Meeting Briefing captures the essence
of cross-disciplinary research and collaboration toward UN SDG-13 on
climate change.

The Global Open Science Cloud (GOSC) Flyer 2023 offers a concise
introduction to the general GOSC framework.

The Open Science Cloud (GOSC) Annual Report 2022 outlines the significant
achievements and milestones the GOSC Initiative has accomplished in 2022.
LiJ, Wu C, and Piao Y, et al. 2023. How can we support the UN Sustainable
Development Goals when open data is stagnant? Science Bulletin (Beijing),
68(12), 1216-1218. DOI: 10.1016/j.scib.2023.05.021

Zhang L, Li J, and Uhlir P, et al. 2023. Research e-infrastructures for open
science: The national example of CSTCloud in China. Data Intelligence, 5(2),
355—-369. DOI: 10.1162/dint_a_00196

Li Y, Zhang H, Zhang L, et al. 2023. P2P broker model based Open Science
federated cloud system framework (In Chinese). High Technology Letter,
33(12):1233~1243

osC== AITERN

GOSC Annual
The Global Open Tne 6lobal open Science Cloud: Report 2022
Science Cloud ~ Visionand
M maioatiatos Initial Successes
Landscape

{Gosc

GOSC Landscape GOSC SDG-13 GOSC White Paper GOSC
2021.10 Meeting Briefing 2023.08 Report 2022
2023.05 2023.08

Governance

Background

e were initially selected for demonstration and validation, providing a
The UNESCO Recommendation on Open Science afimms the mportancs of Open
he

The GOSC vision is of a global Open Science environment connecting trusted
rozearch o-infrastructures to enable innovative sclentific discovorios.
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research collaborations.

GOSC International Programme Office (GOSC IPO)
Co-sponsored by CODATA and CNIC. CAS, the GOSC.

In early 2022 serving 35 3 coordinating and facitatng

engagement within the GOSC Initiative.

GOSC Flyer
2023.08


https://zenodo.org/records/10429763
https://zenodo.org/records/5575275
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https://zenodo.org/records/10429786

GOSC Progress: Testbed Prototype -::C'-,'OSC
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GOSC Progress: Global Impact -::C;OSC

4 Global Open Science Cloud

25+ international academic conferences, and around 160 regular online
international exchange meeting, with over 1,700 attendees (2021-2024).
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Next Step: GOSC Pilot Nodes Implementation: ,‘.':"('.,OSC

GOSC Testbed: Supporting the first round of pilot nodes
to facilitate seamless resource sharing and collaboration
among research e-infrastructures through advanced

network and scheduling services.

GOSC Demonstrations: Focusing on 5-6 key domains,
such as agriculture, climate change, population health,

and disaster risk reduction, to showcase how global data
and computing resources within GOSC can address

urgent global challenges.

GOSC Capacity Building: Supporting open science
and SDGs training programs to enhance researchers'
skills worldwide, particularly in underrepresented regions,

fostering the equitable growth of open science.

GOSC
African

Nodes

GOSC
Americas
Nodes

GOSC Asian
Nodes

GOSC Pilot Nodes
Call for Application

GOSC GOSC

European Oceania
Nodes Nodes




Next Step: GOSC Pilot Nodes Implementation:z .jt;osc

® 8 @ "5 (lobal Open Science Cloud

China |ES
Peer Node il

......... - P
Kenya g@ \';:J/ hitps://fed.cstcloud.cn
Peer Node Wi <
- i

Overall Planning of the GOSC Pilot Nodes GOSC-Thailand Partnership



Next Step: GOSC Pilot Nodes Implementations .;(',OSC

Hardware: Three physical servers with over 150

CPU cores, 1.5TB RAM, and 600TB storage.

Software: Open-source Yunkun software (EVCloud

VM, iHarbor OBS, AIOps...)

Capacity Building: Onsite or online technical

training on cloud federation technology and application.

Resource Allocation Plan

50%

Allocate to
GOSC nodes
for local, non-

commercial
open science
research.

Managed by
GOSC IPO,
prioritizing
local projects
and initiatives
from the
Global South.

GOSC resources must be used exclusively for open science
projects, ensuring accessibility to researchers worldwide, while
safeguarding the interests of local research communities.



Potential Cooperation

Join the GOSC community

GOSC has more than 200 registered members coming from 41 international, regional, and
national research organizations, platforms, initiatives, universities, and companies. Now,
the figure has been steadily growing with a broader global impact of GOSC.

Join us to make science more accessible and inclusive for all!

Sign up to join GOSC at: https://bit.ly/GOSC-Sign-Up

More collaboration opportunities?
Please contact GOSC IPO: Ms. Xueting Li xtli@cnic.cn



mailto:xtli@cnic.cn

Thanks for your attention!
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