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CAS informatization organization supporting research, 

management and outreach, testbed for technology validation

Birthplace of China’s Internet: China’s first router, first domain name service, China Science and 

Technology Network, China Internet Network Information Center (transferred) founded here

Pioneer of China’s high-performance computing service: China’s first public supercomputing 

service, Management Center of China National Grid

Contributor to early open data practices of the CAS: National Basic Science Data Center, 

Science Data Bank, General Data Center of CAS, CAS Scientific Data System, ARP, VSMC

Campus Distribution

CAS Informatization Plaza Building at Software Park of CAS Park at Huairou Science City

History of Computer Network Information Center, CNIC 



Background: CAS Research and Cooperation with the World 

⚫ Dark Matter Particle Explorer (DAMPE)

⚫ Quantum Experiment at Space Scale (QUESS)

⚫ ShiJian-10 (SJ-10)

⚫ Hard X-ray Modulation Telescope (HXMT)

⚫ Tai-ji-1

⚫ Gravitational wave high-energy Electromagnetic Counterpart All-sky 

Monitor (GECAM)

⚫ Advanced space-based Solar Observatory (ASO-S)

⚫ Einstein Probe (EP)
⚫ Solar wind Magnetosphere Ionosphere Link Explorer (SMILE)

FAST of NAO Wukong and Mozi of NSSC ITER

CASEarth

Major Research
Infrastructures

National scientific
data centers

Field Stations 
all around China

Major international
cooperation projects

Data-intensive & big data driven Science

JUNO, LHASSO, CSNS of IHEPLHC of CERN EAST of HIPS 

CBAS



• High-speed interconnection of 

140 scientific elements

• 100Gbps programmable network

• 1000 PF computing platform

• 100PB data backup 

• Network Innovation and 

validation of next-generation IT

• Global scientific collaboration

CSTNet: Domestic Network
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CSTNet：International Network Access

HKOEP → GLORIAD → Orient Plus → Central Europe Land cable 10G →
SIGOEP → Central Europe 100G 



CSTCloud：Research Data Centers

• 21 organizations

• 24 data centers joined

• 100+ data centers in 2026



Federated Cloud Solution – YunKun Software

Fig. Architecture of YunKun Software 

https://service.cstcloud.cn 
https://gitee.com/cstcloud-cnic 

Open Source, more than 1,200,000 lines

⚫Unified AAI: Based on SAML, OIDC and 

Oauth, the AAI  has established according 

to the international standard and 

protocols

⚫ Yun Jing(云景) - Micro front-end：

unified service web interface

⚫ Zhong Kun(中坤) – Middleware：

metering, billing, monitoring, and 

resource metadata management

⚫ Yun Xi (云犀) – Aiops：Integrated 

monitoring and alarm of networks, high-

performance computing, cloud 

computing, data and applications

⚫ Cloud Resource Management（IaaS ）: 

VM - EVCloud 弈维, OBS - iharbor 港泊



VM object storage

Network monitoring Datacenter monitoring

User Interfaces – YunKun Software 



Demonstration in the Five-hundred-meter Aperture Spherical Radio Telescope (FAST)

FAST Data /month ：
5 dataset 130 thousand files about 17.5TB

• Based on CSTNet, the 

transmission network between 

FAST computing environments 

in Guizhou Normal University, 

Huairou and Zhijiang National 

Laboratory was constructed

• Based on CSTCloud, FAST data 

pipeline was deployed in the 

mode of data factory to support 

streaming computing

Traditional handicrafts
(Self built environment)

Fully automatic
(CSTCloud)

computing 40 GPU
10 GPU

（80 vGPU）

single group 
processing 

time
14 days 1.36 days

human input
Each step requires 

manpower
Fully automatic operation

fault 
tolerance 
support

Not Supported
Automatic fault-tolerant 

retry(GPU error 0.3~1.0%)

Running 
results Workshop mode Factory mode

efficient

fast

accurate

The important progress made by FAST was selected 

as one of China's top ten scientific and technological 

progress news in 2022

paper in Nature



• UN SDG Big Data Platform aims to integrate Big Earth Data for SDGs monitoring and prediction and provide decision

support for SDGs implementation.

• The SDG Big Data Platform has explored many innovative technologies, including the unified scheduling and aggregation

services of ultra-large-scale distributed computing resources, the management and computation of PB-level gridded data,

and the interactive online analysis of Big Earth Data. All these will guarantee the effectiveness and efficiency of SDGs

implementation progress monitoring, thus contributing to the United Nations 2030 Agenda.

Sustainable Development Goals Big Data Platform 

面向SDG目标的交互式检索

数据

Tools

CASES

Workbench

Decision Making the UN General Assembly (UNGA) Csaba Kőrösi Visit CBAS

16PB+



CSTCloud：Network, Hardware, Software, Services

• As one of the  key national e-infrastructures, CSTCloud fully support multidisciplinary open scientific 

research with integrated cloud services for the discovery, usage and delivery of S&T resources.

• Supported by 13th,14th Five-year National informationization plans.

200
PF

150
PB

100
G

PB+

1000+

computing

storage
network

shared data

software

International Center for Technology and Innovation

National Major Science and Technology Infrastructure21

3

National Field Science Observatory

International Major Science Program

National research project

National Supercomputing Center

Scientific Data Center

44

4

55+

8

24

1.4 m usersOver 100 types of services



CSTCloud Team



Intercontinental Connectivity Cooperation

Launch of Cooperation with GEANT

Launch of Cooperation with EGI Launch of Cooperation with African 
Open Science Platform East Node 

Support Academic Activities with 
GOSC partners
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Trend of Open Science Movement

2019

2021.5

The Open Science movement 

2015 2020.2

2021

UNESCO

Going global: connecting 

the clouds

SCIENCE|BUSINESS
Draft Recommendation 

on Open Science

UNESCO

Global open science roadmap
UNESCO

Statement of Open 

Science

ISC

Action Plan 2019 – 2021
ISC

2012
Science as an open

enterprise

https://sciencebusiness.net/report/going-global-connecting-clouds
https://council.science/actionplan/


open science 
infrastructures

open access to 
scientific 

knowledge

open science 
communication

open dialogue 
with other 
knowledge 

systems

open 
engagement of 
societal actors

OPEN 
SCIENCE

Open Science and Open Science Infrastructures

Open science key pillars

Open science infrastructures around the world

……

African Open Science 
Platform 2018

European Open Science Cloud 2015

China Science & Technology Cloud 2017

It is urgent to break down open science silos and promote OSI connectivity and interoperability in order to 
address grand human challenges.



Vision: The GOSC vision is of a global Open Science environment that connects trusted research e-Infrastructures to enable 

innovative scientific discovery.

Mission: The GOSC mission is to encourage cooperation, alignment and ultimately interoperability among Open Science research 

clouds/platforms. We aim to help connect various institutional, national, and regional initiatives, laying the foundations for cross-

continental, federated, Open Science and FAIR infrastructure, and virtual research environments.



Governance



GOSC Progress: Policy and Governance

• The Global Open Science Cloud: Vision and Initial Successes offers 
comprehensive insights into the current progress and future directions for 
the GOSC Initiative.

• The Global Open Science Cloud Landscape discusses the concept and 
landscape of GOSC, aiming to review the existing work, examine the 
available resources, and identify collaboration opportunities.

• The GOSC SDG-13 Bangkok Workshop Meeting Briefing captures the essence 
of cross-disciplinary research and collaboration toward UN SDG-13 on 
climate change.

• The Global Open Science Cloud (GOSC) Flyer 2023 offers a concise 
introduction to the general GOSC framework.

• The Open Science Cloud (GOSC) Annual Report 2022 outlines the significant 
achievements and milestones the GOSC Initiative has accomplished in 2022.

• Li J, Wu C, and Piao Y, et al. 2023. How can we support the UN Sustainable 
Development Goals when open data is stagnant? Science Bulletin (Beijing), 
68(12), 1216–1218. DOI: 10.1016/j.scib.2023.05.021

• Zhang L, Li J, and Uhlir P, et al. 2023. Research e-infrastructures for open 
science: The national example of CSTCloud in China. Data Intelligence, 5(2), 
355–369. DOI: 10.1162/dint_a_00196

• Li Y, Zhang H, Zhang L, et al. 2023. P2P broker model based Open Science 
federated cloud system framework (In Chinese). High Technology Letter, 
33(12):1233~1243

GOSC White Paper
2023.08

GOSC 
Report 2022

2023.08

GOSC SDG-13 
Meeting Briefing 

2023.05

GOSC Landscape
2021.10

GOSC Flyer
2023.08

https://zenodo.org/records/10429763
https://zenodo.org/records/5575275
https://zenodo.org/records/10429791
https://zenodo.org/records/10429768
https://zenodo.org/records/10429786


Data Management by Coding

Data Reuse by Least EffortVirtual Collaborative Community

GOSC Progress: Testbed Prototype



GOSC Progress: Global Impact

GOSC SDG-13 
Meeting Briefing 

2023.05

25+ international academic conferences, and around 160 regular online 

international exchange meeting, with over 1,700 attendees (2021-2024). 



Next Step: GOSC Pilot Nodes Implementation1

• GOSC Testbed: Supporting the first round of pilot nodes 

to facilitate seamless resource sharing and collaboration 

among research e-infrastructures through advanced 

network and scheduling services.

• GOSC Demonstrations: Focusing on 5-6 key domains, 

such as agriculture, climate change, population health, 

and disaster risk reduction, to showcase how global data 

and computing resources within GOSC can address 

urgent global challenges.

• GOSC Capacity Building: Supporting open science 

and SDGs training programs to enhance researchers' 

skills worldwide, particularly in underrepresented regions, 

fostering the equitable growth of open science.

GOSC Pilot Nodes

Call for Application

GOSC 
African 
Nodes

GOSC 
Americas 

Nodes

GOSC 
Oceania 
Nodes

GOSC 
European 

Nodes

GOSC Asian 
Nodes



Next Step: GOSC Pilot Nodes Implementation2

GOSC-Kenya Partnership

GOSC Resource Sharing Blockchain

GOSC-Thailand PartnershipOverall Planning of the GOSC Pilot Nodes



Next Step: GOSC Pilot Nodes Implementation3

• Hardware: Three physical servers with over 150 

CPU cores, 1.5TB RAM, and 600TB storage. 

• Software: Open-source Yunkun software (EVCloud 

VM, iHarbor OBS, AIOps...)

• Capacity Building: Onsite or online technical 

training on cloud federation technology and application. 

50%50%

Allocate to 

GOSC nodes

for local, non-

commercial 

open science 

research.

Managed by 

GOSC IPO, 

prioritizing 

local projects 

and initiatives 

from the 

Global South.

GOSC resources must be used exclusively for open science 

projects, ensuring accessibility to researchers worldwide, while 

safeguarding the interests of local research communities.

Resource Allocation Plan



Potential Cooperation 

Join the GOSC community

GOSC has more than 200 registered members coming from 41 international, regional, and

national research organizations, platforms, initiatives, universities, and companies. Now,

the figure has been steadily growing with a broader global impact of GOSC.

Join us to make science more accessible and inclusive for all!

Sign up to join GOSC at: https://bit.ly/GOSC-Sign-Up

More collaboration opportunities?

Please contact GOSC IPO: Ms. Xueting Li xtli@cnic.cn

mailto:xtli@cnic.cn


Thanks for your attention!

Computer Network Information Center, CAS

www.cstcloud.net


