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Introduction 
 Importance of network performance measurement in data centers

 High-energy physics research relies heavily on data transfer and network stability

 Key metrics: latency, jitter, bandwidth, packet loss, throughput

 To ensure optimal performance and reliability of services
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Challenges

 Technical : 

 Compatibility issues, unexpected test failures

 Learning Curve: 

 New features and configurations in the latest version

 Challenges: 

 Limitations of older versions, scalability issues

 A vast number of data center switches and IP subnets.
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Current status

 Initial Deployment: 

 Overview of the starting point, including version and scale
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Upgrading 
 Upgrade Process: 

 Centos 6.x  to  Almalinux9.4

 The version of  perfSONAR from  4.x  to  5.1.3

 Use a high-performance server as the core node( central opensearch instance).

 Benefits of Upgrading: 

 Enhanced features, better performance, improved user interface, and security patches
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perfSONAR Topology@IHEP DC
 Creation of over 20+ test nodes across the data center network

 Strategic distribution to cover all critical network domain

 Configuration: Detailed setup of each node, including software 

installation and test configurations
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Network Performance Measurement Tests

 Types of Tests: Ping, traceroute, iperf3, owamp, bwctl, throughput

 Test Frequency: Continuous monitoring with periodic in-depth tests

 Data Collection: Real-time and historical data storage for analysis    

 Data Sources: OpenSearch
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Lessons Learned
 1: Latency Reduction

 Scenario: Elevated latency between data servers and analysis workstations

 Analysis: Used perfSONAR data to isolate the problematic segment

 Solution: Upgraded network hardware 

 2: Packet Loss Mitigation

 Scenario: Frequent packet loss during high-data-rate transfers

 Root Cause: Faulty interface on a tor switch

 Resolution: Replaced the faulty hardware and implemented redundancy

 Importance of Regular Updates: Keeps the system secure and functional

 Comprehensive Testing: Ensures reliability before full-scale deployment

 Collaborative Effort: Engaging with the perfSONAR community for support and best practices
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Future Plans
 Expanding Network Coverage

 Network Segment Expansion: Plan to include more network segments in the monitoring system

 Enhanced Visibility: Fuller figure of network health and performance

 Scalability Considerations

 Horizontal Scaling: Adding more test nodes as the network grows

 Vertical Scaling: Upgrading existing nodes with more powerful hardware

 Enhancements to Monitoring Capabilities

 New features to be integrated into the monitoring system

 Plans for integrating AI and machine learning for predictive analysis

 Enhancing visualization capabilities
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Summary 

 Overview of the perfSONAR deployment at IHEP data center

 Network Performance Analysis System works well 

 Positive impact on network performance and research productivity

 Optimistic future with ongoing improvements and expansion
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