LHCb: token status
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Current status: ETF Tests

* ETF tests

* New set of ETF tests used in prod since the 237 of May
* Includes storage tests
* maintained by RAL employee
* Token specific tests for HTCondor-CEs were added to preprod recently
* Will be pushed to prod as soon as CERN IT propagates secrets to prod machine properly
* Working for Bristol, Imperial and RHUL, but not for Liverpool
* For Birmingham there are no tests at all, ETF issue

Local site etf Local site etf Local site etf
ceprod03.grid.hep.ph.ic.ac.uk lcgce02.phy.bris.ac.uk htc01.ppgrid1.rhul.ac.uk
org.sam.CONDOR-Ping-/lhcb-ce-token org.sam.CONDOR-Ping-/Ihcb-ce-token org.sam.CONDOR-Ping-/lhcb-ce-token
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OK - Scitokens authentication succeeded OK - Scitokens authentication succeeded OK - Scitokens authentication succeeded


https://etf-lhcb-preprod.cern.ch/etf/check_mk/index.py?start_url=%2Fetf%2Fcheck_mk%2Fview.py%3Fview_name%3Dallhosts

Current status: CE

* CEs
e HTCondor

* Most HTCondor CEs are running pilots using tokens
* Including Bristol, IC, RHUL, Birmingham
* Not Liverpool

* ARC
« Afew CEs are trying to handle pilots using tokens

« RALPP is the only UK site
« Some problems are present, see ticket



Current status: SE

* Tokens for storage auth were used during DC24 for some sites (all
outside UK)

* Have not been used since then at all
* That said, it should be relatively easy now to add appropriate ETF tests


https://ggus.eu/index.php?mode=ticket_info&ticket_id=165051

Current status: RAL SE

* LHCb Tokens are working for ECHO authentication!
* But LHCb does not use them at all..


https://github.com/WLCG-AuthZ-WG/common-jwt-profile/blob/master/profile.md#capability-based-authorization-scope
https://github.com/xrootd/xrootd/issues/2185

LHCb tokens during DC24 (backup)

* Sites mentioned above used tokens during writing part of the DC24

* There were a lot of problems, namely:

 Slow transfer submission
* Since every transfer require at least 2 tokens, submission rate dropped to ~1Hz

* Some links were starving as a result
* Token refreshment problems
* FTS is supposed to renew storage tokens before transfer stat if the lifetime left is short
* Because of the number of requests LHCb IAM server was overloaded and responded very

slow
* That resulted in many failed refreshments, and, eventually, failed transfers

* The most affected sites were NCBJ and GRIDKA
» Patched FTS Agent got stuck several times
* Most probably because of the token related changes



LHCb Tokens during DC24 (backup)

* Efficiency of token-based transfers are much lower, compared to
certificate-based

OOOOOO



LHCb Tokens during DC24 (backup

e Starved links can be seen
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LHCb tokens during DC24 (backup

Transfer Throughput
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