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HPC Project Introduction

• Constructing a new ALICE grid site with HPC resources.
• HPC resources: Nurion, 5th supercomputer in South Korea (managed by KISTI)

https://www.ksc.re.kr/eng/resources/nurion

The main activities and participating institutes 
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Site Introduction

1. Acquire submitted ALICE grid jobs from ALICE users via VOBOX

2. Create JobAgent startup scripts to search for available computational 
nodes on alice-kisit-hpc node

3. Transit to the designated job submission user, gsdc23a01

4. Move to the designated submission workspace that gsdc23a01 owns, 
/scratch/gsdc23a01

5. Submit jobs executing the JobAgent script to the local batch queue by 
gsdc23a01 on /scratch/gsdc23a01

6. Allocate the jobs on one of HPC worker nodes by the PBS server

7. Process ALICE grid jobs for the JobAgent’s lifetime

HPC Grid Site: ‘KISTI_GSDC_Nurion’
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Site Introduction

• installed packages
• vobox
• cvmfs
• frontier-squid
• pbs-pro

• roles
• authentication (via vobox)

• proxy server (via frontier-squid)

• pbs client (via pbs-pro)

• for job submission, it needs:
• /scratch/gsdc23a01 

(as a job submission path)

• gsdc23a01 
(as a job submission user)

1) VObox node: ‘alice-kisti-hpc’
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Site Introduction

NODE: PBS worker
• installed packages

• cvmfs
• pbs-pro

• roles
• processing jobs (via cvmfs, pbs-pro)

• why ramdisk used?
• instead of disks

2) PBS cluster: ‘Nurion’ as a supercomputer

NODE: PBS server
• installed package

• pbs-pro
• roles

• allocating jobs to worker nodes
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Site Introduction
https://www.ksc.re.kr/eng/resources/nurion
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Site Introduction

Frontier
-squid

• A proxy server utilized to mount the ALICE cvmfs 
repositories necessary for ALICE Grid jobs.

CVMFS • A file system that stores repositories including 
packages, experimental data and so on.

NFS
• A networking protocol used for sharing 

/home/gsdc23a01 and /scratch/gsdc23a01 
directories.

PBS
• A distributed workload management system for 

managing and monitoring your computational 
workload.

VOBOX • A system which supports ALICE VO services, 
authorizing users, defining site information.

The key softwares to be used in the site
• What are their respective roles?

more detail for each SW: 
https://indico.cern.ch/event/1300560/contributions/5636354/attachments/2744066/4774

238/2023-ATCF7-PPT-HyeonJinYu-2.pdf
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Site Introduction
The key softwares to be used in the site

• What are their respective roles?

Frontier
-squid

• A proxy server utilized to mount the ALICE cvmfs 
repositories necessary for ALICE Grid jobs.

CVMFS • A file system that stores repositories including 
packages, experimental data and so on.

NFS
• A networking protocol used for sharing 

/home/gsdc23a01 and /scratch/gsdc23a01 
directories.

PBS
• A distributed workload management system for 

managing and monitoring your computational 
workload.

VOBOX • A system which supports ALICE VO services, 
authorizing users, defining site information.

more detail for each SW: 
https://indico.cern.ch/event/1300560/contributions/5636354/attachments/2744066/4774

238/2023-ATCF7-PPT-HyeonJinYu-2.pdf
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Site Introduction
The key softwares to be used in the site

• What are their respective roles?

[ on gsdc23a01 user ]

Access successed!

more detail for each SW: 
https://indico.cern.ch/event/1300560/contributions/5636354/attachments/2744066/4774

238/2023-ATCF7-PPT-HyeonJinYu-2.pdf

Frontier
-squid

• A proxy server utilized to mount the ALICE cvmfs 
repositories necessary for ALICE Grid jobs.

CVMFS • A file system that stores repositories including 
packages, experimental data and so on.

NFS
• A networking protocol used for sharing 

/home/gsdc23a01 and /scratch/gsdc23a01 
directories.

PBS
• A distributed workload management system for 

managing and monitoring your computational 
workload.

VOBOX • A system which supports ALICE VO services, 
authorizing users, defining site information.
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Site Introduction
The key softwares to be used in the site

• What are their respective roles?

more detail for each SW: 
https://indico.cern.ch/event/1300560/contributions/5636354/attachments/2744066/4774

238/2023-ATCF7-PPT-HyeonJinYu-2.pdf

Frontier
-squid

• A proxy server utilized to mount the ALICE cvmfs 
repositories necessary for ALICE Grid jobs.

CVMFS • A file system that stores repositories including 
packages, experimental data and so on.

NFS
• A networking protocol used for sharing 

/home/gsdc23a01 and /scratch/gsdc23a01 
directories.

PBS
• A distributed workload management system for 

managing and monitoring your computational 
workload.

VOBOX • A system which supports ALICE VO services, 
authorizing users, defining site information.
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Site Introduction
The key softwares to be used in the site

• What are their respective roles?

[ users.conf ]

more detail for each SW: 
https://indico.cern.ch/event/1300560/contributions/5636354/attachments/2744066/4774

238/2023-ATCF7-PPT-HyeonJinYu-2.pdf

Frontier
-squid

• A proxy server utilized to mount the ALICE cvmfs 
repositories necessary for ALICE Grid jobs.

CVMFS • A file system that stores repositories including 
packages, experimental data and so on.

NFS
• A networking protocol used for sharing 

/home/gsdc23a01 and /scratch/gsdc23a01 
directories.

PBS
• A distributed workload management system for 

managing and monitoring your computational 
workload.

VOBOX • A system which supports ALICE VO services, 
authorizing users, defining site information.
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Addition of Nodes
8 nodes are added in the HPC cluster

• In previous ATCF, the site had 2 nodes for testing whether it operates without problems.

• Currently, the HPC site has a total 10 KNL nodes by adding 8 nodes on June 24.

• As it, the maximum CPU cores that the site supports is 680 (=68*10).
[ The cluster 1 year ago]

…

[ The current cluster ]

the maximum cores of KISTI_ 
GSDC_Nurion 
= 15% of KISTI Tier 1’s cores
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Current State of The Site
1) The plot of active jobs in KISTI_GSDC_Nurion (Jun 24 - Aug 24)

• the large gap between the maximum and minimum

https://alimonitor.cern.ch/display?page=jobs_per_site

Average 
jobs 
for 2 

months

Average 
jobs 

on Jun 24 
- Jul 24

Average 
jobs 

on Jul 25 - 
Aug 24

67 61 70

- submission time and date that affect the 
shape of plots

(ex. Fewer jobs are submitted on weekends 
than on weekdays)

max median min

218 67 6
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Current State of The Site
2) The plot of Number of jobs at KISTI_GSDC_Nurion (Jun 24 - Aug 24)

https://alimonitor.cern.ch/display?page=jobs/num_cores_site

Average 
jobs 
for 2 

months

Average 
jobs on 
Jun 24 - 
Jul 24

Average 
jobs on 
Jul 25 - 
Aug 24

1-core 35 38 32

2-core 11 12 10

4-core 1 1 1

8-core 19 12 25

• Mostly 1-core / 2-core / 8-core jobs among the executed since adding nodes
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Future Plans - OS upgrade

• CentOS 7 end of life :  June 30, 2024

• Now over than the date of EOL

• Necessary to install the newer operating system

The OS of CE node will be upgraded: CentOS 7 → Alma 9



16

❖

Hyeonjin Yu, hyeonjin.yu@cern.ch

Future Plans - Container
We are going to transit VOBox support type from bare-metal to ‘Container’

• Why we change it?

• because of fast recovery

• because of easy service deployment

• Easy to say…

• If VOBox nodes are suddenly shutdown or VOBox service is not operated normally,

• We just need to the new node to replace the error nodes, 

• We create a VOBox container with container images uploaded in docker registry on the new one.

• Benefits of introducing VOBox container 

• for administrator : can take fast and easy actions for recovering VOBox service shutdown

• for grid user : can utilize the computing environment in the site without long waiting time for recovery
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Future Plans - Container

• The activity of develop a new container images for PBS-Pro version is required,

• As not including the schedules to support the images.

To apply the VOBox container..
https://jalien.docs.cern.ch/site/vobox_container/

• There is only support the 
images of HTCondor and 
ARC/Generic scheduler.
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Future Plans - Container

• The base image : gitlab-registry.cern.ch/linuxsupport/alma9-base (alma 9)

Information of Dockerfile (HTCondor ver.)
https://gitlab.cern.ch/geonmo/dockervobox/-/tree/el9?ref_type=heads

develop the container image(PBS-Pro 
ver.) based on its HTCondor version.
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