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International Center for Elementary Particle Physics (ICEPP)
Main projects at ICEPP

ICEPP

The University of Tokyo

ATLAS EXPERIMENT MEG EXPERIMENT ILC PROJECT

An experimental project using the An experimental project being carried A grand international core project

Large Hadron Collider at CERN:The out at PSl in Switzerland. The project
ure the rare particle physicists around the world.

The ILC will be'alinear particle
accelerator that collides electrons

that has long been the dream of

next goal is the exploration'ofnew aims to meas
physics that go beyond the Standard phenomenon of muons decaying into
Model and the development of new electrons and explore a

theories to better describe our supersymmetric grand unified theory
i that can overturn the Standard Model. resolution experiments possible.

with positrons and makes high-

ATLAS-Japan group
13 institutes and ~180 members (~40 members from |CEPP) ATLAS

 Contributes to a wide area of the experiment Iﬂpan
* muon triggers, silicon tracker, Tier2 operation

m) |CEPP operates Tokyo Regional Analysis Center for ATLAS/ATLAS-Japan 2



Tokyo Regional Analysis Center

e Support ATLAS VO in WLCG (Tier2) and provide
dedicated resources for ATLAS-Japan

* Tier2 (WLCG) B e -
« Worker nodes (arc-ce/HTcondor): ~11k cores EEE | ‘ |
e ~4% of total ATLAS resources
* Storage (dcache): “13 PB
* ~3% of total ATLAS resources N

\ AR /\ ‘» >
* Tier3 (ATLAS_-Ia Pa n) Wall clock time. All jobs (HS23 seconds) MWT2 Per:z::
* |nteractive nodes: ~ 200 cores | — BN 7%
N CERN-TO 6%
 Worker nodes (HTcondor): ~ 1.7 kcores \ — Izpa-ce o
* Storage (cprs): 3 PB T ovaers
 GPU resources: V100, T4, A6000(x8)
TOKYO ~ 4%
of total ATLAS

Grid CPU 3




NEtwork TOKYO regional center

Tokyo Tier2 RC <> SINET6

* Tokyo regional center is connected to SINET®6.

* Bandwidth was upgraded to 100 Gbps in January this year.

SINET international connections

* Four >100G international lines to/from Tokyo 100 G x/ \Nooe X 2
* Tokyo - Amsterdam: 100G x 4 100G x 2
* Tokyo - Los Angeles: 100G x 2 EU Asia
* Tokyo - Singapore: 100G Amsterdam US Séiﬂffnpore
 Tokyo - Guam: 100G Los Angeles

* Geographical route of “Tokyo - Amsterdam” line was changed in April this year
e Larger bandwidth and higher latency than before



Network: Data transfers per regions

(dCache file servers <> LHCONE/Internet)

Others Inbound 40 GbpS
Google VM 35 gips
® East Asia 30 Gbps
North America 25 Gbps
® Europe . "i::'::'
Sbps
Sbps
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Sbps

. outbound 20 Gbps
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» Data transfer volume: in(out)bound 40 (35) PB / year > ~200 TB / day
e 4PB data transfer as data challenge 2024.

 Dominant transfer region is Europe, followed by North America.

* 40 Gbps bottleneck is now gone with the upgrade.



Network changes (1): bandwidth (40G to 100G)

100 Gbps Data Challenge 2024
External network throughput = i pg ...........................
before and after upgrade 40 Gbps
— 100 Gbps
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* Previously often saturated at 40Gbps. After upgrade, >40Gbps throughput is observed.
e Data Challenge 2024 was a good demonstrator (report later)



Network changes (2): Tokyo-Amsterdam line

Before Mar 2024 After Apr 2024 perfSONAR latency (Tokyo < Amsterdam)
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from SINET6 webpage perfSONAR throughput (CERN - Tokyo)

Throughput

3.50 Gb/s ~ 3 Gbps
Geographical cable routing has been changed S A . ~2Gbps

2.50 Gb/s
| |

2 Gb/s

Bandwidth improved: 100G to 100G x 4 oo | 1

1Gb/s
|

500 Mb/s l

Latency increased: 150ms to 220ms

03110 03113 0316 0318 03/22 03/25 03/28 03/31 04/03  04/06
== pshb01-gva.cern.ch -> perfsonard.icepp.p (iperf3) - IPvG

psb01-gva.cern.ch -> perfsonard.icepp.jp (iperf3) - IPv4

No critical issues were observed with this change.


https://www.sinet.ad.jp/aboutsinet/interconnectivities

Network: Throughput to/from

Transfer Throughput
3 GB/s

2.50 GBfs
2 GBls

1.50 GB/s

World - Tokyo ==

500 MB/fs _—

Ost_ B B

03/01 03/08 03/18 03/24 04/01 0408

11l
1l
|
n

- USA
France
- UK

== Switzerland

Transfer Throughput

2.50GB/s

2 GB/s
150 GBJs

1GB/s

Tokyo = World ..

05/

03/01 03jo8 03/16 03/24 0401 04/08

- USA
Germany
- UK

France

There was no visible reduction in throughput.

o
=
=
na
w

0418

04/16

Route changed

04/23

05/01

05/01

Tokyo T2

0s/o8

05/08

05/18

05/16

05/24

05/24

06/01

os/o1

06/08

06/08

06/16

06/16

—
—
-
N =
| —
| ] —
—
e ==
06/23 0701 07/08 07ne
EE —_—
— |
S s s
—— —
06/23 0701 07/08 07/16

07/24

07/24

08/01
min
370 kBfs
501 kB/s
500 kB/fs

578 kBfs

ogjo1

EX
5

170 kB/s
1.39 MB/s
210 kB/s

341kB/s

(—
N
| |
— .=
—
—
I - —
os/os 08/18 08/24
max avg « current
506 MB/s 180 MB/s 370 kB/s
522 MBfs 148 MB/s 501kB/s
337MB/s 128 MB/s 500 kB/s
401MBfs 109 MB/s 578 kB/s
=
— B
— e —
E
08/08 08/16 08/24
max avg ~ current
485 MB/s 220 MB/s 170 kB/fs
343 MB/s 143 MB/s 1.39 MB/s
474 MBfs 110 MB/s 210 kB/s
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Data Challenge 2024: overview

 Test of 25% of HL-LHC network transfer

e Aim is to discover the bottleneck/performance/scalability of the network and SE.

* Two (+one) phases and (planned) transfer rates for TOKYO

0. Full dress rehearsal (7 Feb)
1. Minimal scenario (12 ~ 18 Feb): Hierarchical (TO <> T1<> T1 <> T2)

* ingress: 21.8 Gbps, egress: 6.1 Gbps
2. Flexible scenario (19 ~ 23 Feb): Mesh (TO<> T1<> T1<> T2<> T2 <> T0)

* ingress: 64.0 Gbps, egress: 44.1 Gbps

* (These data transfer were executed in parallel with the production transfer)



Data Challenge 2024: Throughput at Tokyo RC

Full dress rehearsal Minimal scenario (ingress only)  Flexible scenario (ingress/egress)

100 Gbps ....................................................................................................................................................................................

-10 GB/s

100 Gbps ....................................................................................................................................................................................

* Successfully operated our SE system at ~100Gbps for O(weeks).



during DC2024

Data Challenge 2024: File server performance read: ~ 200 MB/s, 2500 io/s

idle
%util Disk utils CPU usage iowait CPU usages
150% 150% system
1 File server 1 File server
LUser
100% 100%
50% 50%
0% 0%
[}2"2':.:' [}2"21 [}EIIEE [}2:23 [}2:24 [}EI‘EE [}2:26 [}2"26 [}2"21 [}2:22 Gz"za [}2"24 [}2:23 G.E"EC"

* File server performance is reaching its limit.
e Disk utils reached 100% and a large fraction of 10 wait was observed during DC2024
 due to IO intensive user jobs, as well as DC2024 data transfer

* Improving file server performance is a top priority for HL-LHC.



Tier2 operation and Grid services



Tie2 operation: stable and reliable

~ Availability & Reliability (last 1 year)

Site +

TOKYO-LCG2Z

Downtime for annual power
equipment maintenance

100.00%
75.00%
50.00%
25.00%
0.00%
2023/09
- Availability Reliability

}

202310

2023/

Availability

Illlllllllllllllll
Downtime for

* External Network upgrade (to 100G)
* WN OS Upgrade, IPv4/IPv6 dual stack

|

- Availability
Reliability

202312 2024/ 2024/02 2024/03 202404

Reliability

899.99%

Downtime for OS replacement for
other LCG services

!

2024/05 2024/06 2024/07 2024/08

2024-08

High availability (¥99%) and reliability (~99.99%) operation 13



Grid services: overview

TOKYO site
M Storage Element FS x24 Disk array x48
f N
G sites (dCache) 4_>[ disk array ﬂ 10 head nodes
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Head x1 / & \ disk array * 224 worker nodes
IPv4/IPV6 ,
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Database x2

e 48 disk array

§ = TS Data dCache -
/ \ ....... PostgreSQL 14
IPva N
APEL [ BDIl || Argus | ..
- Worker x224 Proxy x2
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Grid services: overview (recent changes)

WLCG sites
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JFTS Data
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IPv4/IPv6
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Software Su

e CentOS7 to Alma9

* |Pv4/IPv6 dual stack

e Decommission of

for all nodes!

for CE/WN

argus and top-bdii

Software Suite

IPv4/IPv6

Proxy x2

Computing Element (ARC-CE, HTCondor)

» | frontier-squid ||~

NS
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Grid services: recent changes

OS migration (CentOS7 to Alma9)

 CentOS7 reached EOL in June 2024.
* Tokyo site has already completed the OS migration. All grid services have been moved to
Alma 9.
* Half day downtime in January 2024 for worker node
* Half day downtime in June 2024 for other services (CE, SE, BDII, etc.)
* Cleaned up legacy services/configurations:
* Argus and top-BDIl have been decommissioned.
* No major troubles during migration.

IP versions to file server from local nodes

Outgoing bandwidth by IP version(LAN) [Iftopmon]

IPv4/IPv6 dual stack

* Added IPv6 addresses to CE and WN in January this year.
 Completed IPv4/IPv6 dual stacks for all public T2 services
* except BDII




Misc: Google Cloud Platform

e Started R&D to use Google Cloud Platform (GCP) for worker nodes

PanDA

* to use custom/specialized nodes (high mem, ARM, GPU, etc.)

e Configuration

TOKYO site
A new CE node was created in Tokyo RC domain. :

* WNs and frontier-squid were created in GCP Tokyo region

 Worker nodes were created as preemptible nodes,
while squids were created as non-preemptible nodes.
* GCP nodes can be easily cloned using a disk template.

 GCP WNs access to Tokyo T2 SE

* Network cost of reading the SE from GCP is free,
but cost of writing to the SE from GCP is very high. GCPCE Production CE
* Simulation jobs are a good for GCP CE, because they are
CPU intensive.




Misc: Google Cloud Platform: Observation

e Result:

« Wall time (success jobs): 1.5 Billion sec

~0(103) of the Tokyo T2 1
* The number of completed jobs (production jobs): 15 K [10%) ofthe Tokyo T2 1y resources

* Scalability test up to 2000 worker nodes.

* Preemptible nodes are terminated very often depending on region/zone and time.
* We distributed to 3 zones in the same region (Tokyo). But need to distribute more, if
using more worker nodes and avoid sudden termination of all worker nodes.

Slots of Running jobs Completed jobs Cumulative

- 2k cores running —
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Misc: Room temperature control

* Built a cold aisle containment for
storage/network racks.

* The temperature in Tokyo is getting higher, and
our air conditioners are approaching their
performance/life limit. It’s planned to replace
them gradually.
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Summary and plan

 |ICEPP regional analysis center is operating stably.
 Contributes to ~“4% CPU and ~3% Disk of ATLAS sites

* Network upgraded

* 100G external network
* SINET’s international network route changes: higher bandwidth, higher latency

 OS of all Tier2 nodes has been successfully migrated to Alma9.

* Next hardware replacement

* Tokyo site’s hardware has been leased and replaced every 3 years so far. The next one was
scheduled for Jan 2025.

* Due torecent increases in delivery times, we will change our previous strategy. The next hardware
replacement will be at least one year later. Until then we will continue to use the current hardware.



Backup



The 5th system vs the 6t" system

Total For Tier2

336 nodes, 10752 cores (16 cores / CPU)

Intel Xeon Gold 6130 2.10 GHz (Skylake) 240 nodes, 7680 cores

th
CPU 1.2 TB HDD x2 / node '
304 nodes, 15808 cores (26 cores / CPU) 224 nodes, 11648 cores
" Intel Xeon Gold 5320 2.2 GHz (Icelake)
6t system 21.34 HS06 / core
S0 LG 2.5 GB RAM / core
1.92 TB SSD / node '
Sth svstem 72 disk arrays, RAID6 48 disk arrays, RAID6
y 15,840 TB (10TB / HDD) 10,560 TB (10TB / HDD)
Disk storage
" 72 disk arrays, RAID6 48 disk arrays, RAID6
6" system
22,176 TB (14 TB / HDD) 14,784 TB (14 TB / HDD)
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Network (LAN)

File servers <> File servers

@ In (LAN)
@ Out (LAN)

500 Gbps
400 Gbps
300 Gbps

200 Gbps

100 Gbps

0 Gbps
-100 Gbps
-200 Gbps
-300 Gbps
-400 Gbps

-500 Gbps

15:00 18:00 21:00 00:00 03:00 06:00 09:00
per 10 minutes

* Performed network stress test between file servers during system migration phase
* Observed: ~560 Gbps. (Ideal bandwidth: 25 Gbps x 24 (file servers) = 600 Gbps)

23



Storage element (SE)

Storage volume provided for ATLAS DATADISK

TOKYO-LCG2_DATADISK - all
20P ¢ o

18P
16 P
14P

The 6t system installed

12 P

The 5t system installed
10P

: |

6P =

bytes

2016 2017 2018 2019 2020 2021 2022 2023 2024
EGroup Persistent Clemporary ECache Dark EStorage total BGroup quota mSpace limit

* Increase provided storage volume year by year

* Almost all of the quota are used
24



Wall clock time. All jobs (HS23 seconds)

Provided resources for ATLAS as Tier2 TOKYO ~ 4%
. . . \\\ of total ATLAS
* One of the biggest Tier2 sites N Grid CPU
e CPU: ~4% of total ATLAS resources L e
e Disk: ~3% of total ATLAS resources e 7
e cf. ATLAS-Japan member ratio to author list is ~ 3% — INzp3-ce a%

Compute resources Storage resources

350 4

300

0-
2010

== = Pledge (all ATLAS site) x 5%
I Total (Tokyo site)
[ Provided for WLCG (Tokyo site)

2012 2014 2016 2018

Year

Disk (PB)

2024

—
6th system: 2022 - 2024

2020 2022

== = Pledge (all ATLAS site) x 3%
20 4 B Total (Tokyo site)
[ Provided for WLCG (Tokyo site)
I Iocal group disk (Tokyo site)
15 1
10 1
5 -
0 |
2010 2012 2014 2016 2018 2020
Year

2022

e E—

2024
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