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“The branch of physics dealing with the constitution, properties, and interactions of elementary
particles especially as revealed in experiments using particle accelerators” (Webster)

Recreate the conditions of
the early universe

- as “early” as possible -

by colliding particles as very
high energy
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High Energy Physics

Dark Energy
Accelerated Expansion
Afterglow Light
Pattern Dark Ages Development of
380,000 yrs. Galaxies, Planets, etc.

1st Stars
about 400 million yrs.

Big Bang Expansion

13.7 billion years
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https://www.merriam-webster.com/dictionary/particle%20physics

The Large Hadron Collider (@ CERN
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Proton bunches
>10" protons/bunch
(colliding at ~40MHz)
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p-p collisions with interesting
parton interactions (<kHz)
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27 km ring of superconducting magnets and accelerating cavities
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Four large detectors — ALICE, ATLAS, CMS, LHCb
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Computing @ High Energy Physics

“Online” —
Real time
L1 Trigger ‘ HL Trigger
(HW) (SW)
~100 kHz
>1 kHz

1 From Big Data (40
Simulations Million collisions/s

Reconstruction Calibration Monte Carlo

P <A
AGSEES B ESECE

To Useful Data
(>1000 events/s)

Data analysis for ana IyS IS
Background

# events _

“Offline” - >1MB/event

Relevant quantity Asynchronous
100 PB/year
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Worldwide LHC Computing Grid

,sﬁ% WLCG
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Distributed vs Centralised Computing

Large scale HEP computing embraced a distributed model since early 2000s

Based on network service technologies, federating national and international initiatives

The distributed grid model fits:
« the national strategies of the Funding Agencies: develop the cyberinfrastructure
for scientific computing in the country — data centres, networks and the required
expertise

* the distributed nature of the HEP community: hundreds of institutes contributing
as part of the HEP experiments and international collaborations
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Worldwide LHC Computing Gri

The WLCG Collaboration provides the distributed computing infrastructure
for the needs of the CERN Large Hadron Collider experiments
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WLCG in Numbers...

65 MoUs, 40+ counties, 159 sites:

Tier-0 (CERN): data recording, reconstruction,
distribution, archive. > 99% target availability

14 Tier-1s: archive storage, re-processing,
analysis. > 98% target availability

144 Tier-2: Simulation, analysis. > 95% target
availability

WLCG Resources 2024

CPU (kHS23%)
Disk (PB)
Tape (PB)

WLCG
Worldwide LHC Computing Grid

*1 core ~10-15 HS23

&

Mumbai - India

Hierarchical Structure

Tier-1 sites
Connected by >100 Gb/s links

KISTI-GSDC
Daejeon, KR

SARA-NIKHEF INFN-CNAF
Amsterdam, NL Bologna, IT

T

=
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India in WLCG

Two Tier-2 sites in Kolkata (ALICE) and Mumbai (CMS). MoU signed by DAE in
June 2006

6% of the ALICE T2 resources and 8% of CMS T2 resources

N Federation Tier VO Country Year Type Pledge
Kathma
\ Luchnow 22T
IN-DAE-KOLKATA-TIER2 @ 2 ALICE India 2024 CPU 60000
ADH HEPscore23
PRADESH India - 3,
Nagpt IN-DAE-KOLKATA-TIER2 | 2 ALICE India 2024 Disk 3000
TBytes
- IN-INDIACMS-TIFR 2 CMS India 2024 CPU 140000
w (E’ HEPscore23
U §' . Chennai IN-INDIACMS-TIFR 2 CMS India 2024 Disk 11000
P Q& 6tTEmI 65T
_I % TBytes
=
‘,t 30/09/2024 Mumbai - India 8



Tier-o workflow in 2024

* Receive the RAW data
from the experimental
areas and archive them for
long term preservation

CERN mainstream use case

local batch cluster
LHC Detector

batch processes O(10A5)

5-10 GB/s e Perform data quality

w7 S assessment and
7 h [
3 reconstruct the events into
l I h 7 50k reader - 6k writer formats suitable for
36 GB/s - peak120 GB/s anal SiS
5.10 GB/s OpenStaCk ysIs.

e Export RAW and
reconstructed data data to
WLCG centers. RAW data
is archive at Tier-1s.
Reconstructed data is
further distributed for
analysis.

WLCG
Worldwide LHC Computing Grid
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The LHC RAW data archive

The LHC physics program is organized in "runs” interleaved by “Long -Shutdown periods

Monthly volume of data archived at the TO (PB) — since LHC started : Run-3
30 PB f >
|
| 1
25P8  em |HCB e= ATLAS : S
I
ors == CMS ALICE : Run-2 : i
© o |
| I |
15 PB I LS1 1 I ;
I | [ .
4 1 [ '
= 10 PB I | I '
Lr] 5 : Run-1 : : ; 1
5 i ' '
U § 1 | | i
S o n - |‘U| e N i
ottt ol UG, oGS
; -—E OB !!!: .,._H;l."- !"h!!'”:l“i!lllhill!!“!!!!“lln| al .|||I!-.illﬂlhliII!L"!!l I I” llI!Il I‘_I|I ||||||I|l||| Sa-=a ||-|I|II|||“|III III | Illl | | I |
= 2010 2012 2014 2016 2018 2020 2022 2024
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The initial Computing Model

This was the initial computing

CERN/outside resource ratio ~1:2 mOdeI (1999)
Tier 0/(XTier 1)/(XTier 2) ~1:1:1
1 Uncertainty over network
A performance, reliability
Tier 0.+1 etabytesol di m Focus on distributing data
~25-10GBs™! I globally to compute resources
// _\\_} in a hierarchical structure
Tier 1 IN2P3 center I RALcenter - INFNcenter |- FNALcenter " JEEEE

Every center runs a compute

25-10 GBs™' and a storage service

Tier2

Physics
data cache
Tier 3 >

Tier 4 [:]

o Y
B T ———

Work stations Quickly evolved ...
30/09/2024 Mumbai - India 11

No concept of data remote
from compute

Predefined roles of Tiers: T2s
for simulation and analysis,
T1s for reconstruction and
archive

WLCG
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WLCG networks

WAN connectivity increased x10 in the last 10 years

T0-T1s T1s-T2s Internet WLCG networks are an

network network

LHCOPN J1,1€|_L @ opportunity, not a limitation

W as initially expected

ZE LHCOPN: Private network connecting
— | _ Tier0 and Tier1s. Dedicated to LHC data

Geneva - CH Datacentre

transfers and analysis

160 (400)Gbps

LHCONE: Layer3 (routed) Virtual Private Network
provided by the R&E network providers Worldwide
network backbone connecting Tier1s and Tier2s.
ALRE ST i Weme W Bandwidth dedicated to High Energy Physics

Mumbai - India 30/09/2024 12
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WLCG traffic (GB/s) in the last 10 years

WLCG network used for data transfers but also Monte Carlo simulations

200 GB/s
e |HCB == ATLAS
e CMS ALICE :
150 GB
¢ ' Run-3
¢
: LS2 |
100 GB/s ¢ ¢
Run-2 : :
® P I
| | i
I
50 GB/s L - - |
b (i | (A
A
0 B/s !IIH"I"I IHI I I " i I I I
2016 2017 2018 2019 2020 2021 2022 2023
30/09/2024 Mumbai - India
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Data Challenge

7

ALICE
upgrade

~

2024
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Data processing, simulation, analysis

CPU use in VVLCG Continuously increases 1le10 CPU Delivered: HEPScore23 hours per month
despite shutdown periods

1.0 ALICE
Bl ATLAS
0.8 1 |l CMS

Bl LHCb

Simulations require a lot of CPU
A full analysis requires many years

Use of CPU pledges

WLCG sites provide ~40% additional
capacity on top of their commitments

« The grid model favors opportunistic
provisioning of resources

WLCG
Worldwide LHC Computing Grid

30/09/2024 Mumbai - India 14
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WLCG performance and operations

WLCG Operations and Security Coordination teams ensure GGUS/Z)  cous - the Helpdesk

»Submit a new ticket via browser

the functioning of WLCG services leveraging international

» Show

» Search ticket database

initiatives

My dashboard D VO Info
atlas  ES UAM-LCG? failing transfer as source due o ...

none  GRID proxy faills inside singularity container
cms  WebDAV SAM test failure at T2_EE_Estonia

none  Incorrect site reliability / downtime metrics for ...

cms  Unreachable storage endpoint at T2_US_UCSD

atlas  CA-VICTORIA-K8S-T2: jobs failing with lost

atlas  CA-VICTORIA-K8S-T2: jobs failing with transfer ...

none  EGI Secret Store: Create folder for a VO group

atlas  UKI-SCOTGRID-GLASGOW-CEPH_LOCALGROUPDISK: ...
none  Re: [Checkin-support] Check-in production ready

atlas  UKI-NORTHGRID-LANCS-HEP suddently has low ...

Computer Security ———
Security Contacts

¢ WLCG Security Officer: wlcg-security-officer@cern.ch=

Ihcb  Pilot Submission problem at UKI-SOUTHGRID-RALPP
atlas  DESY-HH: HTTP 500 server errors for some transfers

atlas  UKI-SCOTGRID-DURHAM-CEPH: pilots failing with ...
Ihcb  Pilot execution problem CSCS-LCG2

¢ WLCG Privacy Notice: wlcg-privacy@cern.ch=
¢ EGI CSIRT: abuse@egi.eu=

! N
e 6 I ¢ OSG Security Team: security@osg-htc.org= » Show all open tickets
Security incidents

When a security incident potentially affecting grid users, services or operations is suspected, please immediately

contact your local security team.

Site ¢ Availability
w (-% CCIN2P3 RRRRRRRRRRRRRAAS
g CNAF : : 1
0 E We monitor continuously and review regularly
_I % KISTI_GSDC SHLCLELLEL LT \ .
; 2 the performance of the sites against MoU targets
2

j
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Evolution to a more flexible Computing Model

2K

15K

Type of workloads at a WLCG T2

0721 0724 0721 07/30 08/02 08/05 0B/08 0811 0814 0817 0820 08/23 08/26 0829 0901 0904 0907 0910 0913 0916 0919 0922 0925 0928 1001 1004 1007 1010 1013 1016

— MC Simulation
Data Processing

— Analysis

— Group Production

-  MC Reconstruction

30/09/2024

T1s and T2s run flexibly a
mixture of workloads
depending on their
capabilities and the needs of
the experiments

Mumbai - India

Data is transferred in a full
mesh rather than
hierarchically

16




Worldwide data processing and data transfers 24/7/365, since 2006, increasing over

Never a showstopper to physics. Fast turnaround.

It simply works ... so what?

WLCG
Worldwide LHC Computing Grid

30/09/2024 Mumbai - India
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The HL-LHC challenge - data volume and complexity

PB written into the CERN tape archive (PB/month)

25
2011 Higgs
20 ALICE  WATLAS candidate
B CMS B LHCb
= 15
10
| | \|\ U
simulated event
0 l|||||"||||||||| |||||E ______________ l...|||||||||||||| ||||‘ “hl ||||’ ||||| lnllllllll h ||l|||||"||i| || |||||

2009 § 2010 § 2011 § 2012 @ 2013 | 2014 | 2015 | 2016 § 2017 § 2018 § 2019 | 2020 | 2021 § 2022 | 2023 | 2024 | 2025 § 2026 | 2027 | 2028 § 2029 | 2030 | 2031 | 2032 § 2033 | 2034 § 2035 | 2036 | 2037 | 2038

=29 tb-1 L=156 fb-1 l
L~350 fb-1

L7300 fb-1 1~1200 fb-1
30/09/2024 Mumbai - India 18
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Events at HL-LHC

CMS: a very large event from 2017 with 78 ATLAS simulation for HL-LHC with 200

reconstructed vertices reconstructed vertices

ATLAS

EXPERIMENT

HL-LHC ti event in ATLAS ITK
at <p>=200

30/09/2024 Mumbai - India



The HL-LHC challenge —-Hardware Trends

 Cost of hardware decreasing vs time & ... but not as steeply as before &

* In general, trends driven by market (revenues) rather than technology

Data Centre » Storage

Did Oracle just sign tape's death

48 Years of Microprocessor Trend Data CPU Cost Reduction warrant? Depends what 'no comment’
, - (compared to previous year) means
10 & %4 Transistors
108 AA:“;.Q {thousands) - 70%
] 5 60%
108 4050 -ewof SngleThread B s0%
A (A Performance © P CERN
10t A:"‘,.u’)":"" (SpecINT x 10%) S 40% / .
i ; 5 \ ——
10° e ?tﬁiﬂ I!h-'-‘ aoy Frequency (MH2) %’ o 4 —e—FRANCE
- o e M L 20% b
: ) o
a b-. : i o3 Typical Power ° - —
102 Aok i g,!r,,,,v,w," " d}g{; (Watts) @ 10% S /V ITALY
1o A - - ~e Y MM Number of T 0% UK
h *e * i =1
A : u : v Yov Tvy . “‘ Logical Cores & -10% US(BNL)
10° g > T 000 - Su— sod 20% '
' PO ST D PSP O P PP DD sl
Q¥ O V' Y
1970 1980 1990 2000 2010 2020 DD DD DR DD DR R DD D D
Original b 16 collected and rk edeSir 2. F. Labonte, O. Shacham. K. Olukotun. L H o anel C. B Year of Procurement Oracle's StorageTek (StreamLine) tape library product range will be end
L S Pty o o, St e i 0 st oifes, 1 Rognas kamed

Less benefits from technology improvements + general loss of long-term predictability

WLCG
Worldwide LHC Computing Grid
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ATLAS and CMS computing needs for HL-LHC

Run 3 (u=55) Run 4 (u=88-140) Run 5 (1=165-200)
by T I T T T T T T . T .I T I T T T I T T T I T T T | T T T I T T T | T
50000+ lCMISP Ib/‘ L | | | | ' 5 50 ATLAS Preliminary ~
— » ublic & - 2022 Computing Model - CPU -
0 + Total CPU / o - =
@ 2022 Estimates / % - -
@© 40000 —m NoR&D improvements ,/ n = 40__ e Conservative R&D ]
?ﬂ -8~ Weighted probable scenario / ] c ~ v Aggressive R&D Lo ]
8 I == = 10 to 20% annual resource increase / _%_ : — Sustained budget model /._.--. :
(V)] 30000 - g 30 __ (+10% +20% capacity/year) . ]
I I @ i . 7
Y4 o - o 4
= I o i ¢ -
2 20000 1 z 20 ; .
) ' o - 1
et R .
£ 10000} 2 £ 10 .
= - -
O | | | | | | | | | | | | | | | | | | O _I L v o b v by v by o b v by v by by gy | _I
2021 2023 2025 2027 2029 2031 2033 2035 2037 2020 2022 2024 2026 2028 2030 2032 2034 2036
Year

Year

The projected CPU needs of ATLAS and CMS at HL-LHC. Estimates produced for the 2021 HL-
LHC computing review and updated in 2022 to reflect the changes in the LHC schedule

WLCG
Worldwide LHC Computing Grid
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https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/UPGRADE/CERN-LHCC-2022-005/
https://twiki.cern.ch/twiki/bin/view/CMSPublic/CMSOfflineComputingResults

ALICE and LHCb computing needs for HL-LHC

ALICE and LHCDb will require considerably less in Run-4, while no firm estimates are available
for Run-5. For LHCb, some early thinking shows a challenging scenario in Run-5

b
Disk %

Naive extrapolation of the computing
model parameters of the current upgrade
to the conditions foreseen for Run-5 4000000

3,000,000
Today: 10GB/s from online to offline

2,000,000
Run-5: 75GB/s from online to offline

1,000,000
______ i b b b
2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035 2036 2037 2038
WLCG YEAR

The needs are many factors off the budget
for offline

mmPledge Evolution mmData mmMC mmBuffer & User ==Pledge

WLCG
Worldwide LHC Computing Grid

&
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L

kHS06

120,000

100,000

80,000

60,000

40,000

20,000

HL-LHC computing needs evolution

2015

CPU needs (kHS06)

2017

[ Data Reprocessing

MC Reconctruction

MC Simulation Full
WEvgen

Projection

e=CPU need

O D DD D P
¥ P PP PEESSE
L S S S L S

Year

2015 projections: resource needs
= 10x more than budget allows

2022 projections: resource needs
compatible with budget (optimistic
scenario)

30/09/2024

2018

s ‘ N g ' ATLASPreliminary . ]
relimi 1
=4 100 o = ] g 100[~ cpU resource needs v . ]
© ATLAS Preliminary n | - = 2017 Computing model s
—| 018 estimates: S
=3 = Resource needs 5 v MC fast calo sim + standard reco S 1
@ (2017 Computing model) . ] g ~ * MC fast calo sim + fast reco & FeaW ]
o 60 — Flat budget model 1 o 60—+ Generators speed up x2 v =
5 (+20%l/year) | o) d o o
3 . 5 — Flat budget model ;e . s
& 40 h El 40 - (+20%l/year) ¥ A o
=, Run2 5
5 .
20 — 20
= i
T T P s a1 e ) s 5ol ) o= il P IR B o]
2018 2020 2022 2024 2026 2028 2018 2020 2022 2024 2026 20 030 2032
Year Year
— i) Rnduessto) RS 16520 = L L A e s
2 SO AT(ASPreliminay & 80 ATLAS Preliminary , E
3 I 2022 Computing Model - CPU i 2 705 2020 Computing Model - CPU 3
g) r 22 3 F o Baseline 3 -
S 40 . Conservative R&D Wi z 60F- * Conservative R&D —
s [ v Aggressive R&D ‘,."" 7 . F v Aggressive R&D P | =
= [ — Sustained budget model =5 i 2 0~ — Sustained budget model % -
€ 30— (+10% +20% capacity/year) & £ (+10% +20% capacity/year) VN e A A
=3 F P o & -
g F i = 0 2 LHCC common scenario ) 3
o C . '_': 8 F (Conservative R&D, p=200) ) Aok E
g - / R 2 30F j =
E F ] .2 E 3
g F b s 20 B
< C - E = ]
C ] 10 =
o, . TSN, , ., PO, P e .
02020 2022 2024 2026 2028 2030 2032 2034 2036 05050 2025 2024 5026 2028 2030 2035 5034

Year

Mumbai - India
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Not just LHC

Sanford Underground
Research Facility

Fermilab

800 miles ‘/’ o
) ilometers) ‘
v E
NEUTRINO
PRODUCTION

PARTICLE
DETECTOR

L UNDERGROUND
PARTICLE DETECTOR

NEUTRINO
Ceru |

SURF | ( LBNF EHN1
CPU
LCeru |
PU

Archive
Center
% [eru]
Data/Compute
Center
[eru ]
HPC

P

Compute Compute
Site cpu [ cru S
Py CPY_| CRY
@ CPU CPU CPU @

Ej

30/09/2024

D

Belle I

Computing needs:
~10% of HL-LHC

Mumbai - India

MC production
and Ntuple production

Raw data storage
and processing
Ki

[Rex ]

PNNL

.. more HEP experiments in the 2020s

Raw data duplex.
reprocessing
@ Tere =P RawData

[] cPu  —» mDST Data

>/

MC production
E:;ticnal)

Ntuple
Analysis
g

Grid 56{&

5 Disk --3 mDSTMC
= Ntuples
= =

S 7

Local Resources

Local Resources

Local Resources

[

Local Resources

=

O

Tools and
Interface

Service

Resource

Users

Storage

Network

PO, N
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And more sciences ...

. . , SKAO Science Timeline
Other SCIenceS WI” have data needs llke LHC construction science shared risk / Key Science

|n the same tlme hOI’IZOﬂ start commissioning Pl programs  Projects

Science data challenges

A 4 v v v

H 1 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031
S KA IS th e m al n exa m p I e Array asssemblies (AAs) 2> AA0.5 AA2 AA* - AA4

SKA Regional Centres: relESEaTE
SKAO data processing stages boundary

Large-area Correlated /
response data Pel’th conditioned Prggﬁ?:ts

|
1
I '
N L ,
streams ====  Signals . | ~700 PB/yr r & P
;% \ \ , ; (. f;
1 ] % ZORS < y
T [ CSP 1 | R g

2 Pb/s |§ % 8.9Tb/s g 7-8Tb/s S
«
Y ; SKA

.................

Regional
Centre / S y \ i/
Beamformed data streams T S '\. 5/
(focused on sky patch) Network ~ ) i R ’1_‘\;.___‘ — B !
--- - f’iﬁ i ;gn -, g "~. ’I

] L} ‘0
H CSP B
20 Tb/s g § 8.9Tb/s ’,’

Cape Town

Fibre Cable Systems — SKA relevant

|eoeen Major NREN Paths — SKA relevant

WLCG
Worldwide LHC Computing Grid
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The future HEP computing challenge in 6 points

1) 10x more data/year and 5x more complex. HL-LHC computing is the main driver
2) No considerable increase in funding for HEP computing expected in the coming years
3) Trends in hardware technology and costs not favorable to HEP

4) Geopolitical situation very unstable, impacting a distributed infrastructure and
collaboration

5) Many HEP computing services were conceived in a different millennium and the
Information and Communication Technology landscape changed considerably

6) The Funding Agencies want to see their investments to benefit multiple sciences

WLCG
Worldwide LHC Computing Grid

&
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WLCG strategic vision: Innovation and Collaboration

WLCG presented: L
SSA

® jts vision about a common scientific computing infrastructure at the European Snowmass 2021
Strategy for Particle Physics in 2019

® 3 joint paper with DUNE and Belle-2 to the Snowmass 2021 process, which detailed
the strategic directions to address the computing challenges of the experiments
over the next decade

The WLCG strategy for 2024-2027 has a strong focus on innovation and collaboration Eopean S”ateg)

® |nnovation: modernise software and services to leverage the most modern
technologies and architectures

® Collaboration: leverage synergies between HEP experiments and other sciences

EGOMINIRGD

Strike the right balance between common/custom, standard/specific

WLCG
Worldwide LHC Computing Grid

(
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https://zenodo.org/records/12623280

Leveraging Heterogeneous Facilities - HPCs

HPCs have been integrated as WLCG resources since ~ 20 years

Some HPC are very challenging to use: limited connectivity, special harware (GPUs, non-
X86 CPUs) and configs (RAM, local disk), different AAl. The benefits are considerable in
many cases.

The benefits are considerable in many cases. Attempts to move the collaboration with HPC
centers into consolidated partnerships

70 [CHBERELVETG R o= _ ATLAS HPC use in HSO6 relative to WLCG pledge, last 5 years
¥ L 5 Mil
:%g EISVSECA == Pledges
& HOREKA 4 Mil ‘./ega
C v
sz o V‘ J praguelcg2
RWTH 2ol Jf /%
sDsC | } == |BNL_DSD_ITB
TACC o— | P' /v == NDGF-T1
2 Mil
l

CSCS-LCG2
1 Mil . { OLCF

u\if‘\"\-/‘/\ == LRZ-LMU

0 i "‘ MV\—-«—N—M*
== RIVR.UM

2018-01 2018-07 019-01 2019-07 2020-01 2020-07 2021-01 2021-07 2022-01 2022-07

55
AR LA SIS EPTRFTS S

WLCG
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Leveraging Heterogeneous Facilities - Clouds

Cloud technologies were integrated in WLCG in ~2012.
Academic clouds in use since then

Many initiatives integrating commercial clouds. Large
variation in cost depending on choices being made

Commercial cloud TCO vs on premise at WLCG
facilities is not obvious: see a recent and some previous

studies

Not generally financially advantageous for large scale
productions. Many benefits in flexibility (capacity,
resource type).

WLCG needs to continue being prepared using
commercial cloud resources from different vendors

30/09/2024 Mumbai - India

CVMFS d |

[ [omot] [0 ] [ow] ]

Jupgte;: Jf//DASK

124
PanDA

2 x 50M Full Simulation bursts

General Grid mod

e
10k — 5k vCPU target

0 i~ —
06/23 06/25 06/27

— 100k vCPU target

15% of 2022 data reprocessing
General Grid mode — 10k vCPU target

— 5k vCPU target — —.

29 07/01 07/03 07/05 07/07 07/09 07/1

29


https://cds.cern.ch/record/2898649
https://www.epj-conferences.org/articles/epjconf/pdf/2024/05/epjconf_chep2024_07022.pdf

WLCG
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Software Performance and Portability

Software performance, modernization, innovation and portability is one of the key areas to address
the future HEP computing challenge. It allows to:

e access available resources otherwise not useful (e.g GPUs, non-X86 CPUs)

e optimize procurement and deployment to guarantee the best value for money
* support different experiments and sciences on the same resources

* |everage the most modern hardware features (e.g vectorization)

* reduce the resource needs/event (compute and storage)

It needs upfront large investments and forward-looking solutions

 E.g. LHC experiments have a 20+ years codebase and rewriting from scratch is not an option

Table 6. SLOCCount measured lines of source code for ATLAS and CMS. : .
Experiment Source Lines of code Development effort Total estimated cost to :;!P;;( g( Se(;' I?/Ie$l (I§x1é-) l\l\/l/l Ss)l.oc, 4800
Type (SLOC) (person-years) develop ’ ’
ATLAS 5.5M 1630 220 M$ Geant4 is: 1.2M sloc, 330 FTEy,
CMS 4.8M 1490 200 M$ 45 M$ (1/4x CMS)
30/09/2024 Mumbai - India 30
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Non-X86 CPUs

3.24

0.00 050 1.00 150 2.00 250 3.00 350

HEPScore/Watt

All experiments ported main workflows to
ARM

« ATLAS, ALICE: physics validation
successful
« CMS, LHCDb: in progress

ARM resources available at various
WLCG sites

30/09/2024

ARM CPUs process more events/Watt wrt X86

« This is the case for the HW in Glasgow Tier-2

« Differences between workflows

* Modern AMDs perform similarly to ARM -
again based on the HW in Glasgow Tier-2

See this presentation for details

HEPScore23/Watt (NEW: Uses Quantile Power)

ARM
Altra
Max

ARM
Altra2

Mumbai - India
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https://indico.cern.ch/event/1377701/contributions/5902147/attachments/2838250/4960775/HEPiXARMFarm.pdf

Heterogeneous architectures in reconstruction

Heterogeneous architectures: complementing CPU capacity with accelerators (e.g. GPUs)

Playing a fundamental role in Run-3 already, in most online systems.

LHCDb: exploitation of heterogeneous Alice O2: Speed up from GPU usage + from

architectures in online system, thanks algorithmic improvements + tuning on CPUs
to Allen framework

40
[ ALICE Performance 2018/03/20
35 [ 2015, Pb-Pb, VSyy = 5.02 TeV MQd@rn QPlj( replices

: . ;55%% 40 CPU cores @ 4.2 GHz
30 r % %

Algorithm speed-up on CPU
4*“, T 20 2-|5x v.S. to Run 2 Offllne

Ongoing work in all experiments to
leverage heterogeneous architectures
in offline computing

25 [

20 F

Speedup (normalized to a single core)

” 15-_ X X X XX X
| <y FRET 7€
L k o k k o S 10 %i%\xi% X y 771\ ;
B ALICE
5

HLT GPU Tracking v.s. HLT CPU Tracking (AMD S9000 v.s. Xeon 2697, 2.7 GHz) X 7]

L [ < HLT GPU Tracking v.s. HLT CPU Tracking (NVIDIA GTX 1080 v.s. i7 6700K, 4.2 GHz) X
one A P I SYC a AN a a [ . . HLT CPU Tracking v.s. Offline Tracking (Xeon 2697, 2.7 GHz) +——
| LT‘ 0
L ( - 0 500000 1x108 1.5x108 2x108 2.5x108 3x108
U

Number of TPC clusters
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The raise of Al

The utilization of Al is not new in HEP. What is game changing is:
® the availability of modern models (Transformers, LLMs, Normalizing Flows, ...)
® the availability of large (optimized) processing systems

Al expected to become a major tool by HL-LHC

ML Task : Classify the edges
Give a high scores to edges
which connect 2 hits of the
CMS. 1| oM Simulation Preliminary o same particle

T Al 64 PU, V5 = 14 TV ) / ‘ '

\
\ Machine-Learned Particle Flow reconstrneti
i

Decode stage

Process stage
MESSAGE — PASSING
'NTERACTION NETWORK Layer

. Charged hadrons . HFEM
/e . Neutral hadrons Electrons
7 7/
74 Photons Muons Encode Stage

HFHAD
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Software-related activities and project

Software performance, modernization, innovation and portability is one of the key
areas in order to address the HL-LHC challenge. It needs upfront large investments

HSH
©'hs,

=% CERN

WLCG
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1= openlab

The HEP Software Foundation: facilitates the cooperation and
common efforts in HEP software and computing

The Institute for Research and Innovation in Software for High Energy Physics
(IRIS-HEP): R&D for the software for acquiring, managing, processing and
analyzing HL-LHC data.

CERN Openlab: a public-private partnership that works to accelerate the
development of cutting-edge ICT solutions for the worldwide LHC community

Mumbai - India 34
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Custom or common or ... ?

We want to use as much commodity software products as possible,
to minimize cost and manpower:

® In some cases, using commercial libraries, e.g. for state-of-the-

art Machine Learning (pyTorch, TensorFlow etc.) is a
straightforward choice for using ML tools in HEP.

...but there is lot still specific to HEP (and/or science):

®  specific tools for simulation (Geant4), data persistency and

analysis (ROQOT),

®  Experiment and WLCG services for distributed computing

... and these all need long-term continuity of support ! To share the
load and optimize resources, a lot of effort has been made (e.g. HSF)

Mumbai - India

A SIMULATION TOOLKIT

6 GEANTS

ROOT

Data Analysis Framework
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User Analysis

What should also not be neglected are the — - J7//DASK
ways ‘users’ want to use the computing Eg% ' | cofen Anaiss Famewor SAPAE)EI"I'(?
resources and software environment: — =8| : | P

| PT n @ : R O OT
N | o ~=Parsl
Columnar i ROOT RDataFrame

= Yesterday: program via
ROOT/C++macros

= Today: jupyter notebooks/browser
frontend is a desired and even an
expected approach

JupyterHub HTCondor scheduler

(shared
between

Dask
Jupyter kernel

Dask scheduler J

Usors) HTCondor workers
Analysis Facilities: infrastructures tailored R
. . : Data deli i - ServiceX £ 73 o)
to provide an analysis ecosystem - tools b ook sta oty sariss -Soviosx Ll [ |
LI'] z and services e = E 3]
é- . SRR i uster site resour
U S = Possibly also centers for large scale Al ! romotesua rid cluster site resources
_I g tra|n|ng T -~ \\"'————\x,,../'*"/“ [ Per-user resources
; E Y TR || Shared resources between users
2
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WLCG partners and collaborators

Summary and future timeline i

» DUNE successfully utilizing resources at WLCG ; \’j

Many communities collaborate with WLCG, share some e e forwars o srossing ratenges
— fuller Rucio integration (see talks on Thu)

of the same technologies, services and resources A

management - including access to HPC
— integrate GPU software and hardware for

processing - data prep especially . 5 — "g?
« improved understanding that will come from ! / e - v

ProtoDUNE Il operations FE ==
« exploring ideas for analysis centers

DUNE’ Be”e_z’ JUNO and VIRGO are nOW « improved projections for resource needs J “';"&i
WLCG Pa rtners ’ -

Collaboration with Astronomy in the context of Y.
the ESCAPE Open Collaboration

PEEN

Snowmass 2021

D
<o
Belle Il Network Bello 1

100G Global Ring LHCOPN Optical LHCONE L3 VPN

runned by SINET infrastructure that can Connecting all the major
be used without

jeopardizing resources

Data Centres

ame Fane

Ik byt Fostering this collaboration is essential for the sustainability
|\ e ) BT of the WLCG infrastructure: optimise investments and effort
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Collaboration across sciences

Sy

POSITION
STATEMENT

ON EXPECTATIONS AND LONG-TERM

https://zenodo.org/record/4889503
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Scientific Data Management

Scientific Data Management is a clear example of successful
collaboration in HEP and beyond

MANAGEMENT

SCIENTIFIC DATA

Community experiences

® Rucio has become the de-facto standard for open scientific data management
Used by CERN-based experiments AMS, ATLAS, CMS

And non-CERN experiments Belle Il, SKA, CTAO, LBNF/DUNE, SBN/ICARUS, Rucio: initially developed
KIS Solar, LIGO/VIRGO/KAGRA f
: ' or/by the LHC ATLAS
Vera Rubin Observatory, XENON, ... y
Under evaluation by many others EIC/ePIC, KM3NeT, ... eXpel’Iment
Long tail of science Fermilab, RAL, CERN run Rucio as a service for small experiments

Used by several EU projects ESCAPE, InterTwin, DaFa .
Now a standard de-facto in

HEP and beyond
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Scientific Data Management evolution

The WLCG DOMA - Data Organization, Management, Access - initiative drives the evolution of Data
Management tools, services and infrastructure for the needs of the experiments at HL-LHC

* Modernize the data management services to leverage modern, non-HEP-specific technologies

« Commission the WLCG data management infrastructure for the HL-LHC scale

Do you something about SRM and GridFTP? (_\_\ e /
A O\

How about | tell you HTTP?

U £ Ever used X5097? <
_I § | ®) ‘o
=
| 30/09/2024

—

—

~ = /
> /
. 7

Mumbai - India

Central component
to replace VOMS
Admin & provide
token translation

VOMS
provisioning and

lookup for legacy
services

regya -
saur o
=il { RN MR

=
CERN HR DB for
_J identity vetting

WLCG AAl and

services must

For interested
VOs, can leverage
CERN SSO & e-
groups/authsvc

connected

adopt JWT
schema

Q\ARC

40




WLCG Data Challenges program

The WLCG Data Challenges program was initiated to

* Increasingly commission the WLCG data management infrastructure to the HL-LHC scale
» Progressively evolve the service technology and introduce innovative solutions

Started in 2021, run every 2 to 3 years. DC21 (10% of HL-LHC) lessons documented here.

DC24 had 3 goals: DC24: from Feb 12 to Feb 23 in 2024
« Measure the end-to-end data transfer capabilities - |

at WLCG sites (target is 25% of HL-LHC needs) = | 8 4 B} el ]|
1 . s - e . SR
LI'] :é, * Assess the progress integrating new technologies 1. §§ 2 hL """"""""
¢ (e.g. tokens and monitoring) ok DN | o
nE Nl N DO
5 : oo :
; % ° ASSGSS the StatUS Of dlﬁ-'erent R&D Inltlatlves g § .......... ................ i ................ x ................

&


https://zenodo.org/records/5532452
https://zenodo.org/records/5767913

Data Challenge 2024 - Highlights

DC24 WLCG data transfers (Gbps) — 15 days:

Peak rate target

2.50 Tb/s

|
2 Tb/s h III"I

\ “““I ||\|||M|“ “Mhl’“l?‘
|| _I',I ' .'.' lum i i Hffn

- il

o}
% 13/02 16/02 19/02 22/02 25/02
Oz
o
O
— 3 B ATLAS B cvs I DoC I Belle-2
.'g
; = [ ] ALICE (xRD) [l CMS (XRD) [I] LHCb  [] DUNE
=
-

Mumbai - India
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New technologies (e.g. authentication
tokens) introduced and validated

3 Thb/s

2.50 Tb/s I:I tokens

2Tb/s

|:| X509

1.50 Tb/s
1Tb/s
500 Gb/s

Ob/s
12/02 14/02 16/02 18/02 20/02 22/02 24/02

WLCG services successfully supports
DUNE and Belle-2 computing models
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Evolve towards a network-centric model

Storage Orchestration Services

Distributed Storage

Asynchronous
Data Transfer
Services

Fewer and larger facilities
operating storage services

Data
Infrastructure

1
: Data 1

! Center Data Center
1

CPUs and storage not necessarily
. ri ompute Cloud HPC
co-located: to deliver the content Compute

over the WAN and/or cache it

Compute
Infrastructure

A model being pursued in different countries. Allows optimizing the operational costs and leveraging
the existing expertise in challenging and impactful tasks

' WLCG
' Worldwide LHC Computing Grid

N
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From Data Management to a Research Environment

ESCAPE prototyped a distributed data infrastructure across Europe for HEP, Astronomy and Astro-
particle physics. Based on many of the WLCG building blocks and on top of many WLCG facilities

ax=
— reana
=

server

| oo

=

databa

O
w
&

job
controller n n

lmc oo

slurm
remote l

compute
resources

Data Lake

( EOS

DPM
dCache
StoRM
XRootD
S3

S
9
GSN @ cesnet

@< 0 Qces

C LAPPQ9 9 =

—  shared storage /

\.

FTS3and GFAL2 OB
\\—| S\ Main &
RUClO o

Virtual Research Environment
for Open Science

—

<<

e

S— N |
Central Relational . l*

Database RUCIO &

authorisation
servers

Daemons for data access

& replications through
gridFTP,

HTTP(S)/webDAV, XRoot

protocols

WLCG
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Open Science in a common Research Environment

SKA: data delivery from Perth and Cape Town to Europe and el

access through the data lake services s, o """""
LOFAR: observations stored in the datalake, =
accessed and analyzed in a notebook service.
Results and artifacts are all preserved.
| am told this is a Quasar ... Experiments involved in the Dark Matter Science Project <EHSI: Future
Direct detection: DarkSide Colliders: ATLAS @ LHC Indirect detection: FermilLAT, KM3NeT

0 AR

...and their evolutions: DarkSide-20k / Argo, ATLAS @ HL-LHC, CTA
Some of the analysis & ML tools necessary for these evolutions are also part of this Science Project

WLCG
Worldwide LHC Computing Grid
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Energy efficiency

The electricity costs have been an unexpected development in the last couple of years. Environmental impact
needs proper addressing!

What to do:

WLCG: the peak of energy need at the start of Run-5)

® Improve software performance

CPU Energy needs in WLCG for ATLAS and CMS (GWh/year)

¢ Leverage modern architectures 120.00
® Invest in the facilities 100.00

80.00
There is no magic wand, however. 60.00

40.00

20.00

In a pessimistic scenario - little progress on 0.00
all the above _ the energy need |S X2 than |n 2009 2011 2013 2015 2017 2019 2021 2023 2025 2027 2029 2031 2033 2035 2037 2039
an opt|m|st|c one =M-Pessimistic =@=Optimistic

WLCG
' Worldwide LHC Computing Grid
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Energy Needs per unit of “science”

In WLCG GWh/fb1 represent the energy 1000.000 100,00
needed to analyse the data - energy per unit _ | $00.00
of science o L 600.00
= 100.000
= A A L 400.00 __
) =
The scale on the right (RED) shows the > 20000 2
‘v 10.000 - 0.00
energy and the scale on the left (BLUE) shows 2 o rooop ©
- = [ 2
GWh/fb1 (log!) é 9 L -400.00
5 o ° : ® | -600.00
Energy needs in Run-4 and Run-5: +100% = A | 80000
compared to Run-2 in the 0100 ' ' ' ' ' -1000.00
. . e e e . Run 1 Run 2 Run 3 Run 4 Run-5
scenario, only +10% in the optimistic scenario
@ Energy/Lumi (pessimistic) A Energy/Lumi (optimistic)
Energy (pessimistic) A Energy (optimistic)
g
[:l] g GWh/fb! decreases a factor 10 between Run-1 and Run-5 (exponential trend fits well) » Invest
; é In Run-5, GWh/fb1in the optimistic scenario is half compared to the pessimistic scenario in R&D
2

j
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Conclusions

The WLCG organization is providing a shared distributed infrastructure for the LHC experiments since
15 years.

The computing models together with the infrastructure and services changed with time adapting to the
evolving landscape (experience and funding)

The HL-LHC will be an unprecedented challenge for us both in terms of scale and sustainability

Other very data intensive science projects will co-exist with LHC, with very similar use cases, on the
same timescale and for a great majority on the same physical resources

There is an opportunity to share policies, tools, expertise, services and, when plausible, resources for
the benefit of all our sciences

WLCG
Worldwide LHC Computing Grid

]
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Event Generators on GPUs

A very good candidate for GPU acceleration with benefits for many experiments

CPU + 5 - 2x 16~(ore.2 1GHz Xeon Gold 6130 with 2x HT
GPU ;08- g‘ N.oHT- 2x HT | I Overcommit
| | , 4 g[%:torlsatloj,} — gg—tigg
ot 99 — i+ ng at V5 = 14TeV = - ol n n Vi i (ﬂoat)
=k =mi g H <200 1
=) 1ot 30GeV, Iny| < 8, ARy 2 04 ; @ 0.4 @ —®- 0gttgg-sa-cpp-f-inl0-none
f s T e
2 ha l\ii:::; Level of parallelism (number of ST jobs)
i S No Vectorisation
oo Madgraph gg->tt+ng (n=2)
~ Sherpa gg->tt+ng GPU-enabled Leao_lmg Order: belng_relgased to produc_tlo_n.
LI'] &5 By-product: enabling of CPU vectorisation: up to x8 gain in ME
U 2 Matrix Element event throughput: event throughput (x6 global). Note: all CPUs in WLCG provide
N = up to x10 gain when using GPUs vectorisation
; = Available for production GPU-related work brings immediate benefits also on CPUs
=

j
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Geant4 simulation for HL-LHC

Geant4 is the common workhorse of detector simulation. Its evolution follows a three-prong
strategy, as recommended during the 2021 LHCC common software review

* Improvements in the physics description. A continuous
process, based on the dialog with the communities

« Speed up of Full Simulation: same accuracy in the
physics description, but faster. Again a continuous
process, bringing still very considerable benefits e.g. a
recent 20% improvement for ATLAS simulation

- R&D
 Integration of Fast Simulation techniques in G4
including ML
* GPU prototypes: AdePT and Celeritas

WLCG
Worldwide LHC Computing G
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J

30/09/2024 Mumbai - India

=

=

=

Highlights of Physics Developments BG4l

= Transport of light hypernuclei & anti-hypernuclei
* Request of ALICE
= Decays and EM interactions provided in G4 11.0; hadronic interactions in G4 11.1
= Improved string fragmentation in both FTF and QGS hadronic models
» To better describe NA61/SHINE experimental data
= Other physics developments
= Added new rare electromagnetic processes
= Positron annihilation into tau pairs included in G4 11.0
= Muon pair production by muon in G4 11.1
New, more accurate modeling of ion ionization : Linhard-Sorensen model
Improved annihilation of anti-baryons in FTF hadronic string model
Improved gamma-nuclear cross sections for energies below ~150 MeV
Possibility to simulate quantum entanglement in e+e- —yy
Major improvement in the treatment of thermal neutrons (< 4 eV)

Speed-up of Full Simulation WG4l

Approaches to speed-up the detailed simulation @ no cost on the physics:
‘Special treatment of electron, gamma and positron in HEP applications
Reduce the number of steps and/or the work (computation and memory access) done in each step
Potential speed-up of O(~10%) for each of these solutions, without compromising the physics
= Already in production:
‘GammaGeneralProcess - reduced number of cross sections evaluations for gamma
Woodcock Tracking of gamma - avoid to stop at volume boundaries
Partcularly usefulin granular geometries, o.g. ATLAS EMEC and CMS HGCAL (in Phase 2

Unpr eed-up of ~20% obse AS grid production

ialy Novak) and ATLAS teams is essential
Yet to be integrated, tested and validated in the experiments' frameworks:
G4HepEm - compact, specialized physics library for e-/y / e+ interactions for HEP applications
Custom stepping - specialized tracking (skip general stepping mechanisms for some particle types)
Combining Transportation and Multiple Scattering for charged particles
Reduce the number of Tl steps, in particularfor granular geometres

Simulation R&D WG4l

= Fast Simulation
Implementation of necessary tools within Geantd for ML fast sim (used in LHCb Gaussino)
Integraton of inforence braries to demonstrate full ML fast sim cycle within Geantd
As Geant4 example Par04, available in 11.0 release
Publication of Par04 data on Zenodo, as Open Data Detector for benchmarking detector algorithms
a VAE (Variational Auto-E model for d independent sim
On-going work on MetaHEP : generic ML fast shower model, able to retrain quickly to new detectors
Train once, then adapt quickly to a new detector geometry
= GPU prototypes
AdePT (Accelerated demonstrator of electromagnetic Particle Transport)
First prototype for EM showers in
Main perf
On-going work on an a
= Celeritas
PU-focused implemen

lorimeters  using G4HepE for physics, VecGeom for geomatry
e bottleneck: cur

ometry model.
face-based geomelry approach

jon of HEP detector sim, motivated by recent success in GPU MC (ECP ExaSMR)
y2023
ommunity Mesting, 3.6 May 2022
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ROOT foundation layer for HL-LHC

Data 2023 - <p> = 62.9 - 2755 events

70 ROOT provides the common 1I/O layer for the LHC
B RNTuple experiments.

TTree

52.5

35

File Size (MB)

The re-design of the internal ROOT data format (TTree

17.5

. n to RNTuple) is a major upgrade in view of HL-LHC
DAOD_PHYS DAOD_PHYSLITE
* 10-20% smaller files, x3 to x5 better single core
Wallclock time performance
10% 4 ® e Tiree from EOSCMS
. e o « enables fast adaptation to modern technologies,
T " RNTuple fom EOSPILOT | 3 like object stores
o H o RNTuple from local <
Lr] 5= £ . I . < RNTuple speed-up improvements measured in a real
U g ; t r g 4= environment at CERN using a community standard
. 3 10° EP SR analysis benchmark
E: e 2 o
; £ rkers RNTuple progress well on schedule for HL-LHC

(
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