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- Scaling up compute resources

Scaling up the computational resources is a big advantage for doing certain large scale calculations on OSPool. Consider the extensive sampling for a multi-
dimensional Monte Carlo integration or molecular dynamics simulation with several initial conditions. These type of calculations require submitting a lot of
jobs.

About a million CPU hours per day are available to OSPool users on an opportunistic basis. Learning how to scale up and control large numbers of jobs is key
to realizing the full potential of distributed high throughput computing on the OSPool. In this tutorial, we will see how to scale up calculations for a simple
example.

Background

For this example, we will use computational methods to estimate m. First, we will define a square inscribed by a unit circle from which we will randomly
sample points. The ratio of the points outside the circle to the points in the circle is calculated, which approaches m/4.

This method converges extremely slowly, which makes it great for a CPU-intensive exercise (but bad for a real estimation!).

Create and Test an R Script

Our code is a simple R script that does the estimation. It takes in a single argument in order to differentiate the jobs. The code for the script is contained in
the file mcpi.R

cat mcpi.R

#!/usr/bin/env Rscript

args = commandArgs(trailingOnly = TRUE)
iternum = as.numeric(args[[1]]) + 100

montecarloPi <- function(trials) {

count = 0

Mode: Command &
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HTCondor Version 23.9.6 Manual

The HTCondor Software Suite (HTCSS) is a software system that creates a High-Throughput Computing (HTC) environment. This
environment might be a single cluster, a set of related clusters on a campus, cloud resources, or national or international federations of
computers.

If you are a user of HTCondor, and have been given a login or credentials to use a batch scheduler on an Access Point (sometimes called a
scheduler or login node), you may want to read our Quick Start guide here: Users’ Quick Start Guide

If you are a beginning administrator of HTCondor, or want to install it for the first time, please look at our installation guide here:
Downloading and Installing

Otherwise, for users of HTCondor who want more information, a complete user’s reference manual is here: Users’ Manual, and a similar
complete reference for administrators of HTCondor can be found here: Administrators’ Manual

HTCondor contains many command line tools, each with a traditional Unix “man-page”. These may be found here: Commands Reference (man
pages)

Finally, for users writing Python interfaces to HTCondor, our Python APl documentation is here: Python Bindings
A complete table of contents follows.
Manual built on August 8, 2024

Quick start guides

o Users’ Quick Start Guide

© What is a Job?
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Commands Reference (man pages)

HTCondor ships with many command line tools. While the number may seem overwhelming at first, they can be divided into a few groups:

condor_transform_ads
condor_who
condor_version
condor_top

Debugging Testing condor_power_state

classad_eval
condor_gpu_discovery

condor_submit_dag condor_fetchlog

Al
: Commands condor_now
condor_submit condor_history 1 = condor_config_val

condor_transfer_data condor_qusers condor_drain condor_on

ManagingJobs ManagingExecution Points

condor_rm

condor_q condor_gedit Managing Submitters condor_off

condor_release ondorivacate R

condor_hold condor_suspend =
condor_status
condor_continue condor_userprio condor_reconfig
A map of all the tools

Commands that manage jobs:

condor_rm, condor_submit, condor_submit_dag, condor_suspend, condor_continue, condor_hold, condor_release, condor_transfer_data,
condor_q condor_gedit, condor_history
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Command line help options

. man condor_submit
. condor _submit --help
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NOAA funded marine scientist

uses OSPool access to high
throughput computing to
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NOAA funded marine scientist uses OSPool access to high
throughput computing to explode her boundaries of research.
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HTCondor Software Suite (HTCSS) Website
https://htcondor.org/

Help/Support List

Get answers to questions on using and configuring HTCSS from the developers and the wider community.

Message List-+ Subscription Email—- Subscription Page-+

Announcements

Receive email about new versions, security issues, workshops.

Subscription Email- Subscription Page-+

Email: htcondor-support@cs.wisc.edu
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2025 Throughput Computing Week
June 2 — 6, 2025 in Madison, Wisconsin, USA (Registration opens in January)
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Annual, Week-Long OSG School

Learn how HTC systems work and how to apply tools like HTCondor to your
own research through lectures, discussions, and hands-on activities.

In 2024, 60 participants attended, originating from 4 countries (India, Mali,
Uganda, and the United States), 24 U.S. states, and 42 institutions.
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Questions?

This work is supported by the NSF under Cooperative Agreement OAC-2030508. Any options, findings,
conclusions or recommendations expressed in this material are those of the authors and do not

necessarily reflect the views of the NSF.



