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The WLCG Collaboration - May 2024
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WLCG news

NCBJ - Swierk (PL)

Endorsed as WLCG Tier-1 for LHCb by the WLCG

Overview Board
NATIONAL
CENTRE
FOR NUCLEAR
RESEARCH
SWIERK

Thrughput WLCG->NCBJ

3 GB/s I .
S — u OPN limit Successfully passed scaling and
2 GB/s stress test in Feb 2024
1.50 GB/s

DC24 target
168/s T Used in production as a Tier-1 by

IIH ” | | | | LHCb since early 2024
0B/s .

13/02, 13/02, 14/02, 14/02, 15/02, 15/02, 16/02, 16/02,

B From CERN | FromT2s

500 MB/s |
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WLCG news

IHEP — Beijing (CN)
* 100Gbps (best effort rather than reserved)
network connection in place. Reserved network

capacity being discussed

* Being tested now

Belgrade (Serbia)
e Signed the WLCG MoU in Dec 2023

* Plan to become a T1 for CMS
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WLCG news

Russia

The CERN Council agreed to terminate the Cooperation Agreeemnt with Russia.

* All MoUs will be automatically terminated end Nov 2024, including the WLCG one

* Russian sites will not be part of WLCG after that

* Russian resources continue being used opportunistically and efficiently for the time
being

JINR (Dubna) will be discussed by CERN Council in June 2024
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Run-3 data taking

Experiments -> TO network use (12 months)

300 Gb/s 2023 HI

250 Gb/s 2024
200 Gb/s pp
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50Gb/s |

0b/s
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woose 1O ->Experiments network use (12 months)

250 Gb/s
200 Gb/s
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ALICE == CMS
== ATLAS == | HCb

25 PB of data collected and
efficiently transferred to the
TO in 2024 so far (+29 PB of
ALICE pp CTF)

e ~97PBin 2023,~39PBin
2022

Online farms used for offline
processing when possible

* Input data imported
from the TO
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Run-3 data taking

In ALICE, both CPUs and GPUs of the 02 system are used for asynchronous
(offline) reconstruction, when not needed by online

- 85% of EPNs compute power is in the GPUs . 60% of the asynchronous

reconstruction code has
Used EPN's computing capacity been ported to GPUs.
for asynch reconstruction Works on AMD and NVIDIA

1'000

800

600 «  GPUs bring x2.5 speedup in

bl ==

-« Testing use of GPUs at other

kHS23

04/23
05/23
06/23
07/23
08/23
09/23 h
10/23 h
11/23
12/23
01/24
02/24
03/24
04/24

sites planned. Requires non-

B ONLY CPU mCPU+GPU (*) trivial JOb tuning
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CERN data archiving

. The 2024 Run
Weekly volume of data archived at the TO (PB) — 3 years started smoothly
PP LHCB = ATLAS 2023 Run
o)
- CMS ALICE 2024 Data Challenge
12.5 PB T
2022 Run
10 PB =
osops 2021 Data Challenge 2024 Run
| I |
5PB
Run-2
Ea . B R R Lol L = o = —— - - k
N “ | ‘“ | | } | I B
58 .... |I||I I||||IIII||| .."l"l"h"“ |I " .Ilmlll |.I|I|| || ||I||||-| m ||I| ||I| |I|||||

04/2022 07/2022 10/2022 01/2023  04/2023  07/2023 10/2023 01/2024 04/2024
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WLCG data transfers

Monthly data transfer throughput between WLCG sites (GB/s) — 3 years

200 GB Data Challenge 2024
Is e= LHCB = ATLAS

= CMS ALICE

2024 Run

POCEE 9021 Data 2023 Run
ChaIIenge ®
2023 Run
100 GB/s
F
LS-2
- ||IIIII Illl‘lllll“ll |

07/2021 01/2022 07/2022 01/2023 07/2023 01/2024

WLCG
supports
+40% more
transfers since
LS-2

Further
scalability (x5)
demonstrated

in the Data
Challenge

No strain to
the services
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WLCG data processing

Growing number of computing resources provided to the experiments (+20% since LS2)

Drop in winter 2022/23:

CPU delivered: HS23 hours/month .
energy crisis

E10 (2010 - present)
1.0 A [ ALICE
Bl ATLAS
B CMs
0.8
EEm LHCb

0.6

0.4 4

0.2

R S & S & S T S S S SSE “« ”
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Data processing

Use of CPU pledges - ALCE
W ATLAS

200% -
= LHCb

- Total

175%

; The experiments benefit from >40%
DRI DAL RGI G = exvscopncy st wicsses s ocs

%
100% LT
HLTs,..

75%

50%

25%

0% -
- o~ m < n ©o ~ 0 o o — o~ — o~ m < n ©o ~ 0 o o - ~N -
I I | 1 I I I I I = - - I I | | I I I | I = - - I
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Months

The use of non-Grid resources is BE.
monitored by the experiments = —

g TerShes —
£ N
H H 2 - . Run2HLTCloud :
A WLCG is working on a P amme

consolidated view
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Run-3 overview

4 weeks of pp run shifted from 2025 into 2024: ~30PB of tape need to be anticipated
from 2025 into 2024 at both TO and T1s (+ some PB of disk)

Thanks to the Funding Agencies support we are confident we will not have a problem

Tape used (EB) wrt pledges
2024 hardware:

Currently we have no shortage of tape, and the sites . .
y g P installed and in use

know well how to procure it in time

1.50 EB

ALICE e= ATLAS e= CMS e= |HCb e= Pledge

Delivery times now
slightly shortened than
in the past and the sites

have a lot of experience
|||||"|||"|" | with procurement

0B
07/2019 01/2020 07/2020 01/2021 07/2021 01/2022 07/2022 01/2023 07/2023 01/2024

1EB
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Hardware Cost Evolution

The WLCG “flat budget model” assumption: +15% CPU, disk and tape every year with
the same level of funding

We now monitor the HW trends in many countires. Last 5 years average is compatible
with the 15% assumption but look at the first derivative ...

0 o . i . 0
CPU average variation (5 years): +14% DISK average variation (5 years): +15%
CPU Purchase Power Variation Disk Purchase Power Variation
(compared to previous year) (compared to previous year)

T70% 120%
S 0% 5 100%
& 50% R —e—CERN
g a0% ==X g o= e CANADA
g 30% b SP AIN g 60% —&—SPAIN
o 20% *::::CE o 40% —e—FRANCE
g 10? g 20% ITALY
s 0% ~8— UK e ) -
& -10% —e—US(BNL) g > 59

20% — Flat Budget 20% i

e,°°\¢°°% '}0@ r»°"° (90 ,;;‘9 /,90 @-J’ w@? @9@»“ ')0\3’@” 'Pwﬁ}o«i’woq’}@'{’ ,,o"" 'Po"moo*’ é’& A9»° '}0»& ')00'}00,}0»"@\5? mo»‘c “'Ové rﬁ& @&m@m&"' w"& A'eff’ ')Qw“ —Flat Budget
Year of Procurement Year of Procurement

Simone.Campana@cern.ch - May 2024 LHCC 29/05/2024




WLCG resource needs compared to Flat Budget models

We can convert the cost of hardware into a single WLCG currency, based on the CERN
and UK data. In average: 1WLCGS = 1TB disk ~ 11 HS23 ~ 5TB tape

WLCG hardware needs (in WLCGS)

Note on tape: new 3200000
generation (LTO9) is expected 3000000
to be 15% more expensive 2500000
per TB (see here) 000000 S
1500000 e
. 1000000
Full overview of hardware I I I I
500000
trends here manl 11 I I

2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025
B Pledge —e—FBSC =---FB 15%

The WLCG resource needs of the experiments could be accommodated with a flat
budget in 2024. But the trend does not look encouraging for the next years
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https://www.fujifilm.com/us/en/news/LTO_Price_Increase_May_2024
https://indico.cern.ch/event/1369601/contributions/5908541/attachments/2854869/4992532/Run4_IT_computing_estimates_BPS_13May2024_v7.pdf

/

e

Main topics for WLCG:

* Finalisation of the 2024-2027 WLCG
strategy and implementation plan

« Data Challenge 2024 post-mortem

* Analysis Facilities

* Operations and Facilities

» Collaboration Board to endorse the
proposed changes to the WLCG MoU

= m

|

A lot of focus on the preparation for HL-LHC
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https://docs.google.com/document/d/1TaPs8OBw2hJBEAXhcM3GeeccWchD1Ceb/edit
https://indico.cern.ch/event/1369601/

ARM CPUs

ARM CPUs process more events/Watt wrt X86

m Derivation mReconstruction ® Simulation

230

324 e This is the case for the HW in Glasgow

* Differences between workflows

* Modern AMDs perform similarly to ARM -
again based on the HW in Glasgow

x86

0.

(=]
=]

050 1.00 150 200 250 3.00 350

HEPScore/Watt See this presentation for details

All experiments ported main workflows to ARM

HEPScore23/Watt (NEW: Uses Quantile Power)
7.0

» ATLAS, ALICE: physics validation successful >

5.0

* CMS, LHCb: in progress 40

3.0 ARM Nvidia

Altra2 Grace

AMD

20 Xeon Milan

WLCG is discussing about pledging ARM CPUs. ol o |

0.0

Resources available at various sites i
Older time - Newer
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https://indico.cern.ch/event/1377701/contributions/5902147/attachments/2838250/4960775/HEPiXARMFarm.pdf

Event Generators

A very good candidate for GPU acceleration with benefits for many experiments

CPU + G PU = - 2x 16-core 2.1GHz Xeon Gol& 6130 with 2x HT
‘ § 'g No HT 2x HT | Overcommit
T T T o g L § ﬁ +arication: | -
Lot I i: :“;t‘:mf;g at /7 = 14 TeV _25 2 | Vé egtorisa uu.k— | 99—>ttgg
= 1,5 = 30GeV, |ny| <5, AR; > 0.4 5 ‘2 06 '; i (ﬂoat)
= 10" H& s 5 2001
':; ] 0.4 7 f: -~ 9ggttgg-sa-cpp-f-inl0-none
£ 10 5 5 2 100 - Bt b e
E x z:;g(l;ylakeSISO -C: 0.2 '§. : :ﬁgg-sa-czz-:-ln:g-sl;'
: 10° E ¥ A100 l _ § . E 5 -®- ggttgg-sa-cpp-f-inl0-512z
= = L0 -~ T T T T T T T T
3 [ HID . . 0 20 40 60 80 100 120 140 160
= 10 -: :‘/121)1(03'3[1250 CPU Only 3 Level of parallelism (number of ST jobs)
ol e { . . . ] No Vectorisation
Madgraph gg->tt+ng (n=2)
Sherpa gg->tt+ng GPU-enabled Leading Order: being released to production.
By-product: enabling of CPU vectorisation: up to x8 gain in
Matrix Element event throughput: ,
) nrougnp ME event throughput (x6 global). Note: all CPUs in WLCG
up to x10 gain when using GPUs . .
provide vectorisation
Available for production GPU-related work brings immediate benefits also on CPUs
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Networks and Data Challenges

DC24 is one phase of the computing infrastructure commissioning for HL-LHC

DC21 lessons learned are documented here.

DC24 had 3 goals: DC24: from Feb 12 to Feb 23
in 2024
* Measure the end-to-end data transfer
capabilities at WLCG sites (target is 25% of LHC handover experiments doed  Commisonng
HL-LHC needs) = N R
) %! 4 Y 1
* Assess the progress integrating new N
technologies (e.g. tokens and monitoring) w Hm ------------- "
P -
» Assess the status of different R&D initiatives .
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https://zenodo.org/records/5767913
https://zenodo.org/records/5767913

Data Challenge 2024 - Highlights

DC24 WLCG data transfers (Gbps) — 15 days: all targets achieved

orn, T CAK rate target L New technologies (e.g.
i 11, authentication tokens)

Ih ii||ll |l|||||||||| || ||

2Tbis I I introduced and validated
l| |
150 Tb/s Average rate target oy ||| 25:: [ tokens 7] X509 ‘
i h . ! \ \
|| hl | \llm
13/02 16/02 19/02 22/02 25/02
g s m o B ele-2 WLCG services successfully

supports DUNE and Belle-2

ALICE (XRD) .
L] computing models

B Ccvs(xRD)  [] LHCb [ ] DUNE
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DC24 Network R&D - one example

R&D proposed as follow up of DC21. Deployed in time for DC24

In production today for Run-3 data taking

Transmission Testing

Reduces cost while

idi AW CNAF-CERN DCI
Provieing more ,‘ﬁ" - spectrum sharing over GEANT and GARR dark fibres
bandwidth (x2) and SaM - 4x7100Gbps links between CERN and CNAF used for DC24 and now in
expansion capabilities production

Cost effective technique to get >1Tbps LHCOPN links already today

Reduces latency (30%)

Being tested now for
longer network paths

Worldwide LHC Computing Grid

$ WLCG = omsmcn

WLCG/HSF Workshop 2024 8
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DC24 Network R&D - more in general

Monitoring

" DC24 perfSONAR

¥ WLCG/OSG-LHC have deployed and maintained a perfSONAR infrastructur

our ste network connectvly to each other:

e 1

For DG24 the plan was to utilze the testir
fix them prior to DC24
No major misconfigurations or -

- Some site issues were. (\‘9
- R&E networks we" 0

‘The process of identi {
continues to better autc

[ =r=)

In the January 2020 LHCONE/LHCOPN meeting at CERN, the experiments converged on
three areas of interest for networking: visibilty, optimization and orchestration. The
SciTags Initiative has been working on making R&E network traffic “visible” anywhers in

the network.

During DG24 we had over 80% of the CERN EOS
Nebraska Tier-2 sending firefies for their associatec
ESnet dash: htps.//dashboard stardust es net/goto/irVzQuLly
Currently have EOS and Xrootd SciTags-capable and are _ on Storm and dCache
Target: have all production traffic labeled by DC26

.~ USCMS

DC24 Site Network Monitoring

During DC21, we didn't have sufficient data about how much traffic each contributing site
‘was experiencing and it made the analysis to identify bottlenecks difficult. For DC24 the

“This new monitoring has become part of our regular infrastructure . .50 part of the
purpose of the data challenges: to evolve our infrastructure to what iz eded for HL-LHC!

Protocols

: DC24 TCP Protocol Explorations

£& For WLCG data transfers, optimizing the TCP protocols may lead to higher
= throughput for individual transfers and better sharing of available bandwidith.

— BBR demo at DC24

e Blue high”
© o

Q\%”O

of i

="

(@) ceployment experiences

No special test was done on Jumbo frames. To be noted that severa'
been happily using Jumbo for years and had no problem with it

The preparation of DC26 will focus on a wider use of i E %_:

3
e p .

" DC24 IPV6 Activities

(& One of the longstanding challenges for WLCG has been the transition to IPv6, which *

been going on for more than a decade; DC24 gave us a chance to see where
Sites have been requested to provide perfSONAR and storage dual-stacke-"

November 2017. 0
.
Recently the ,\‘\O

gy >
50\\6
N

and worker

nodes has been
While thereis still significar, ing in the right direction.
AT and 97% of T2 storage . s tmnsiloning to (Pue-only

made, targeting
June 2024
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Traffic shaping

-~ DC24 SENSE/Rucio (Network Orchestration)

g
Eedel This project used a dedicated Rucio as wel as XRootD instances 5o it would not interfere with Production
i

Setween Fermia, Cfech, UCSD. Rucio-DMSENSE FTS Xioord i

managed between muile pis o ses e modity eture of DI - "
e T n response t0 Ruio request.The fllowing Calfy ofService Srsoh
5 onSever, Hard Qo t th nework el MM Rea e ALaie, <actvefmax

transfers settings. Additional Us-CMS Tier? ites wilbe evaluated for deploy

2 DC24 NOTED (Software Defined Networking)

{£&) NOTED (Network Optimized Transfer of Experimental Data) is an intelligent network
controller to improve the throughput of large data transfers in FTS (File
Transfer Services) by handling dynamic circuits.

=
Iv
During DC24 traffic was monitored and balanced for DE-KIT (oetween its LHCONE and
@ LHCOPN links), CA-TRIUMF (between LHGOPN and its backup link) and ES-PIC
(between LHCONE and LHCOPN links).

02 NOTED deno . DC2¢

PR

¥ »

03

o

d

B3] Frtner work is undenway to enable NOTED as a possible p Q\

'#: become part of our toolkit by DC26

Plans already in place for DC26

All details here

29/05/2024


https://indico.cern.ch/event/1369601/contributions/5923592/attachments/2855770/4994637/DC24%20Network%20Activities%20&%20Results-1.pdf

Analysis Facilities — a ROOT based implementation

Based on RDataFrame: a ROOT high level API for data analysis

RDataFrame and Analysis Facilities

RDF runs on distributed systems, already today: DistRDF
» Same analysis code of local RDF+RNTuple@SWAN RDE@AWS
-'('-U, eXecution "root://eospublic.cern.ch//eos/root-eos/AGC/"
o "root://e_(zspublic.cern.ch/_{eos/root—eos/AGC/rntu;{le/"
= » Shell and notebooks E—-—
= » Runs everywhere
o o e Bare-metal clusters
C .
S E, e HPC environments
g g e Analysis Facilities! Snis e
< & See linked papers for more
8| < information o
o ==
<l = ==
() . = =
2 %’ ROOT is ready to run at your I :if
favourite analysis facility, today J _
RDF@INFN
WLCG/HSF Workshop 2024 - D. Piparo, CERN EP-SFT - 14.5.2024 18
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https://indico.cern.ch/event/1369601/timetable/?view=standard

Launched by IRIS-HEP to commission analysis capabilities for HL-LHC

 Commission services at increasing scale + introduce innovative

IRIS-HEP: analysis 200Gbps (Grand) Challenge

aspects

= Show readiness at 25% of HL-LHC scale (same as for data challenge)

Analysis models evolving => metrics of success hard to quantify (25% of?)

250 Gb/s
225Gb/s
200 Gb/s
175 Gb/s
150 Gb/s
125Gb/s
100 Gb/s

75Gb/s

50 Gb/s

25 Gb/
0b/

L

Network monitoring

12:30 12:40 12:50 13:00 13:10 13:20

2706 Gbps

Based on the IRIS-HEP toolkit

~

Kubernetes Core \

JupyterHub

User JupyterLab

Dask
Notebook Sched.

Task
scheduling

ﬁ :

HTCondor Pool

( HTCondor Job HTCondor Job

L
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RNTuple

RNTuple is the successor of TTree, the ROOT
columnar storage technology

Data 2023 - <p> = 62.9 - 2755 events
70

I RNTuple
[0 TTree

52.5

Examples of recent commissioning progress:
35

File Size (MB)

* ATLAS now capable to read/write all data
formats in RNTuple, 20% saving in size for

17.5

benchmark

PAOD-PIYS PAOD-PRYSLITE DAOD_PHYS. Substantial progress also for
N the other experiments
o8 S e mseooT  Expected RNTuple speed-up improvements
: b Eﬁgﬁfggﬁggﬁﬁ.’f& measured in a real environment at CERN
o ' ; t + RNTuple from local using a community standard analysis
£ :

» o —-Na—e

107 4

i EP ' [ t Take home message: RNTuple progress well on

- - yo schedule thanks to a very good collaboration
Vorkers between experiments, CERN EP-SFT and IT

Work in progress (A. Sciaba et al.)
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ECFA e WiPRCC CAPPEC

JENAA | JENA Computing Workshop
Joint ECFA-NUPECC-APPEC Activities (.lune 2023)

Outcome of the workshop: a more complete identification of computing needs for the
next decade is needed. Focus on synergies across the three communities.

Five thematic working groups launched: HPCs, SW and heterogeneous architectures,
Data Management and FAIR data, ML, Training — Dissemination — Education

Working groups have been mandated to draft a bottom-up report by 30 Nov 2024.

The outcome will be discussed in ENA and summarised in a paper for the Funding
Agencies. This will be input for the JENA Symposium in April 2025.

For WLCG this is an important step for the next European Strategy for Particle Physics
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https://agenda.infn.it/event/34738/timetable/
https://agenda.infn.it/event/34738/timetable/

Conclusions

The WLCG collaboration is broadening with new commitments
Successful start of 2024 data taking. WLCG services running smoothly

A flat computing budget is getting tight for supporting the experiment
future needs, particularly for HL-LHC

Very good technical progress towards HL-LHC: DC24, RNtuple, event
generators (this is only a partial list). DC26 will be 50% of HL-LHC traffic

Analysis Facilities is a rapidly evolving area with a lot of solutions available
or being prototyped

WLCG Strategy + JENA + .. we started preparing for the next update of the
European Strategy for Particle Physics
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Backup
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Hardware Cost Evolution

The cost of tape media decreased favourably for many years. Not true anymore for
recent media (LTO9 expected to be 15% more expensive than LTO8 per TB)

[CHF/TB] Tape media price evolution
-
28 - LTO street prices, without VAT
. 27 - CERN purchase prices
Evaluatlng the Total COSt Of ;: LTO price/TB improvement rate: about a factor 1.2 per year
24
Ownership for tape is tricky g
20
19
18
. 17
e buffers, tape drives, network, "
14
specialised personnel t
10
9
8
7
6
5
4
3
2
1
E 2233338228883 88805508233822 23288 R8N YNAYIRRLR
LEREREEEREEEEEEEEEEREEREEEREEEEEEREEREEEEREEREEER]
5355885058855 33333333330505033505335838533833383
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—==Street LTO-6 2.5T8
w—@=Street LTO-7 678
—@-=Street LTO-8 1278

Street LTO-9 18 T8
e CERN LTO-7M 9 T8
e CERN LTO-8 12 T8
e CERN LTO-9 18 T8
e CERN 3592)D 10 T8
iy CERN 3592JE 20 TB
e CERN 3592)F 50TB

[time]



https://www.fujifilm.com/us/en/news/LTO_Price_Increase_May_2024

Hardware Cost Evolution

We started tracking also the GPU cost trends

* Not yet a pledged resource in WLCG but might become soon

FP32 GFlops per $ for Nvidia high end gaming (GTX), Quadro and HPC cards

The trend in GigaFLOPS/USD is very i S,

100.00

favourable if you play videogames

The GigaFLOP/USD trend flattened
for “HPC cards”

RTX 6000 Ada

10.00
Improvement: ~1.25 /y

H100

Very volatile markets, high prices and
long procurement times (25+ weeks
of delivery time). High demand
worldwide (Al/ML/ChatGPT) Erobors sth 0%

2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023
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WLCG pledges: trend

(Pledged-Requirements)/Requirements (CPU) (Pledged-Requirements)/Requirements (DISK)
20% 20%
15% 15%
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b ? L ° 2 5% ° ® °
5% t ' ® . ® ® v . [ ] ® °
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5% * e 5% L " a
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(Pledged-Requirements)/Requirements (TAPE)
20%
Possible loss of Russian resources was 15% . .
10%
L J
partially compensated by other Funding * o 3 T .
0% _---—-’-‘-:-i-rv-h-.r-x
Agencies (mostly tape). In the plots the 1‘:: . . .
. o 3
contribution of Russian resources in 2023 o
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2024 pledges

ATIAS  CMS
Balance Balance Balance Balance

e

T0 CPU (kHs06) | 0% 0% 0% 0% 2690 2690 0%
T1 CPU (KHS06) 0% 10% 5%|  3648] 3617 -1%
T2 CPU (KHSO6) -1% 12% 7% 23%| 4421 4593 4%
TO Disk (PB) 201 201 0%
T1 Disk (PB) 418 394 -6%
T2 Disk (PB) 427 407 -5%
TO Tape (PB) 0% 0% 0% 0% 825 825 0%
T1 Tape (PB) -4% 2% 7% -6% 1072 1041 -3%
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Generally, the pledges match well the needs, within 5%




Run-3 overview and 2025 LHC conditions

The 2025 LHC conditions to be
used at this RRB were agreed
with the LPC in Dec 2023

LP/W
\

e M

2023 went differently than
expected. The 2025 requests
took this into account.

2022 2023 2024 2025
(what (what (planning for (planning for
happened) happened) computing) computing)
. ~30/fb
ATLAS/CMS luminosity ~40/fb (exp. <90/fb) <110/fb <120/fb
. <62 <62
ATLAS/CMS pile-up ~46 ~62 (peak 65) (peak 65)
LHCb luminosity ~0.1/fb (e;g'i%f/ﬁb) 15/fb 15/fb
ALICE luminosity (pp) ~20/pb (e;:%%b) 100/pb 100/pb
Running time pp ~4 M sec (exs'z ?MS(ZZC) 5.2 M sec 6.3 M sec
Running time ions No Hl run (explg lzl/llvlsifac) 1.7 M sec 1.4 M sec

Recent decision to anticipate 4 weeks of pp run from 2025 into 2024. Too late to fold this
into the requests and to deal with it properly in procurement.
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WLCG resource needs compared to Flat Budget models

We used the findings from the study on the previous slide to understand

* The difference between the “15% Flat Budget model” (more theoretical) and a
“Measured Flat Budget model” (based on the real purchase power)

* How the WLCG resource needs compare to the two models

CPU needs/year (Milions HS24) Disk needs (PB)
16 , 1400
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2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025
ALICE mmATLAS = CMS ALICE EATLAS == CMS
= LHCb —e—FB growth from 2018 --- 15% Growth from 2018 L HCb —e—FB growth from 2018 =---15% Growth from 2018
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