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Intro
• The VMM Frontend 
• The NSW and evolution of VMM 
• Architecture and issues along the way 
• Implementation in SRS, applications 
• Production  
• Remarks
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The VMM frontend!
3

Mixed-signal
2-phase readout with 
external ADC
peak and timing 
information
neighboring readout
sub-hysteresis 
discrimination
few timing outputs

VMM1	
2011-12
50	mm²
500k	FETs
(8k/ch.)
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VMM1 implementation - The ART concept

T. Alexopoulos et al. - Performance of the First Version of VMM Front-End ASIC with Resistive 
Micromegas Detectors, ATL-UPGRADE-PUB-2014-001, https://cds.cern.ch/record/1753328?ln=en
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• Custom readout system was developed to address the VMM1 performance 
and the possibility of Micromegas being in ATLAS Trigger (requirement) 

• The Address in Real Time (ART) explored the possibility of getting the 
strip with the first in time signal as a primitive for trigger

• The performance of the architecture was demonstrated which gave a 
significant reduction in the # of channels used in trigger (2.1M 33k) 

• That among other studies allowed the biggest implementation of 
MPGDs in HEP experiments !

→

https://cds.cern.ch/record/1753328?ln=en


5

The VMM frontend evolution
5

VMM3/3a
2015-2017
130mm2

10M FETs
(160k/ch.)

Mixed-signal
2-phase readout with 
external ADC
peak and timing 
information
neighboring readout
sub-hysteresis 
discrimination
few timing outputs

Mixed-signal
Continuous readout
Current-output peak detector
Increased range of gains
Three ADCs per channel
FIFOs, serialised data with DDR

LVL0 pipeline and buffering for ATLAS
SEU-tolerant logic
Revised front-end for high charge and 
capacitance (2nF, 50pC, fast recovery)
SLVS signals
Reset controls 
Timing at threshold
Timing ramp optimisation
Ion tail suppressor (fast recovery)
Int. Pulser range extension
ART synchronisation to BC clock
VMM3a fixed open bugs from VMM3 and 
introduce some stability fixes on the ADCs and 
Front-end

VMM1	
2011-12
50	mm²
500k	FETs
(8k/ch.)

•mixed	signal
• continuous	 fully-digital	readout
• current-output	 peak	detector
• increased	range	of	gains
• three	ADCs	per	channel
• FIFOs,	serialized	data	with	DDR
• serialized	ART	with	DDR
• additional	 timing	modes
• 64	timing	outputs
• ITAR
• additional	 functions	and	fixes

VMM2	
2013-14
115	mm²
5M	FETs
(80k/ch.)

VMM3a - Production Version !

Serialised ART with DDR
 Additional timing modes
 64 timing outputs
 Additional functions and fixes

The VMM was designed at BNL in collaboration with IFIN-HH 
It is fabricated in the 130nm Global Foundries 8RF-DM 
process (former IBM 8RF-DM) 

~10mW/channel

BGA 400, 1mm

George Iakovidis 2020 J. Phys.: Conf. Ser. 1498 012051 
George Iakovidis IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 69, NO. 4, APRIL 2022

https://iopscience.iop.org/article/10.1088/1742-6596/1498/1/012051/pdf
https://ieeexplore.ieee.org/document/9724214
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VMM Architecture

• The VMM1 FE was mixed mode: charge, time measurements with external ADCs, channel address in digital output 
• VMM2 implemented the continuous digital readout logic through three ADCs/channel + direct digital outputs but 

maintained the analog readout mode 
• VMM3/3a implemented deep FIFOs (L0) for synchronous operation needed in the LHC environment maintaining 

the analog, continuous and triggered readout modes 
• Maintaining all the readout abilities made the VMM a very capable readout ASIC for many applications

George Iakovidis 2020 J. Phys.: Conf. Ser. 1498 012051 
George Iakovidis IEEE TRANSACTIONS ON NUCLEAR SCIENCE, VOL. 69, NO. 4, APRIL 2022
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The VMM frontend - issues along the path
7

VMM3
2015

130mm2

10M FETs
(160k/ch.)

VMM1	
2011-12
50	mm²
500k	FETs
(8k/ch.)

•mixed	signal
• continuous	 fully-digital	readout
• current-output	 peak	detector
• increased	range	of	gains
• three	ADCs	per	channel
• FIFOs,	serialized	data	with	DDR
• serialized	ART	with	DDR
• additional	 timing	modes
• 64	timing	outputs
• ITAR
• additional	 functions	and	fixes

VMM2	
2013-14
115	mm²
5M	FETs
(80k/ch.)

VMM3a - Production Version !

~10mW/channel

x10

x2

• Limited in gain 
• Higher dynamic range 
• Only analog 

implementation (limited 
in rate) 

• Fast baseline recovery

• Power distribution issues 
• Major ADC accumulation, 

missing codes 
• Major redesign of the 

frontend - no bipolar shape 
• ADC reset needed 
• Threshold bit error

• Stuck token in continuous mode 
• Locking in several direct outputs  
• ASIC must handle ~10pC (sTGC) 
• Stability with high input 

capacitance 
• Peak detector issues 
• BCID instabilities 
• High dispersion of DACs 
• Logic conflicts (direct outputs and 

high resolution ADCs) 
• Test pulse slow and not wide 

enough 
• High baselines 
• Time logic 
• SEU logic

• Residual accumulation in 
ADCs 

• MO sensitive 
• High baseline residual issue 
• Trimming DAC non uniform 
• Reset logic - startup reset 
• Positive charge handling 
• Timing logic 
• 4x FIFO issue 
• Locking issue at 25ns 
• Locking at direct outputs 
• Input currents not sufficient 
• Need larger ESD diodes

VMM3a
2017

130mm2

10M FETs
(160k/ch.)

• Residual linearity of ADCs - 
good for MPGDs 

• BLH not stable - need bipolar 
shaping always on 
(workaround) 

• 4x FIFO only 1x, no issue 
• Higher ADC gain in central 
• TAC at threshold logic
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VMM ADC

ADC Core (per channel) 
• 1024 current sources (similar to a digital thermometer) (2 step mode) 
• 64 macro-shells (6 upper bits xxxxxx0000), 16 micro-shells (4 lower bits 

000000xxxx) 
• 8 bit ADC is build in the similar way (5+3) 
• 6 bit ADC is a single stage conversion similar to the 64 macro shells with 

fast digitisation (50ns)  
• Using DNL and INL calculated and used to estimate the ENOB 

Equivalent number of bits ~7.5 (noise free) for the 10-bit ADC 
• Performance was considered enough for gaseous detectors (schedule 

constrains as well) - moved to production
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if you can find an ADC IP which has good performance…buy it !
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Figure 4: Cluster rate normalised to the active area of the bench-
mark PCB-3 as a function to the intensity of the GIF++ source,
where Gamma Intensity 1 corresponds to no GIF++ source attenu-
ation, when the source is not attenuated by any filter. The two lines
show the di↵erent settings of the slh parameter [13] of the VMM
electronics, corresponding to a higher (slh = 1) or lower (slh = 0)
bias current at the input of the electronic channels.

registers were made [13]. This register increases the feed-183

back current in the shaper to compensate for the input184

current after the detection of a signal. As a result, the185

shaper goes below threshold faster, reducing the channel186

dead time. Previously missing strips are recovered increas-187

ing the performance at high background rates. With this188

configuration, the saturation e↵ect is expected to impact189

only on a few strips of the detector in the most strongly190

irradiated area during HL-LHC operations.191

4.3. Spatial resolution192

Measurements of the spatial resolution of the SM1 lay-193

ers were analysed along the precision coordinate in perpen-194

dicular and inclined setup configuration. The resolution is195

based on the di↵erence between the track prediction for196

the position and the reconstructed cluster position, the197

so called residuum or residual. This evaluation was done198

after applying software based alignment corrections in or-199

der to remove e↵ects of shifts and rotations between the200

reference chambers and the SM1 layers. The residual dis-201

tribution from the layer-1 for perpendicular tracks with202

no background coming from the gamma source is shown203

in Figure 5a.204

The spatial resolution is determined by a double Gaus-205

sian fit to the residual distribution. The narrower, core206

Gaussian accounts for the intrinsic resolution, while the207

broader, tail Gaussian also accounts for broadening ef-208

fects like multiple scattering or delta-electrons. The res-209

olution of the reference track, which has been measured210

to be 60 µm, was subtracted in quadrature from the sigma211

of the core Gaussian to compute the spatial resolution of212

the detector. The core spatial resolution was found to be213

75 µm for layer-1, with the other layers showing a similar214

resolution below 100µm. The spatial resolution was also215

evaluated in presence of photon background coming from216
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(b)

Figure 5: Shown is the spatial core resolution for perpendicular
tracks: in no background conditions (a) and as a function of the
intensity of the �-irradiation (b). The value Gamma intensity=10�4

means �-source OFF. The applied anode voltage was set to 520V
and the peak time, i.e. the integration time used to detect the peak
signal and calculate the charge within that time interval [11], was
set to 200 ns.

the GIF++ source, and is summarised in Figure 5b, show- 217

ing an almost constant spatial resolution, with a value of 218

about 100 µm as a function of the intensity of the back- 219

ground radiation (Gamma Intensity). Only for the highest 220

intensities of the source, the resolution gets worse, reach- 221

ing ⇠ 150 µm. A Gamma Intensity of ⇠ 0.65 corresponds 222

to the background intensity expected for the most strongly 223

irradiated regions in the ATLAS forward muon spectrom- 224

eter closest to the beam-pipe at HL-LHC. A resolution of 225

⇠ 100 µm is satisfied by the Micromegas detectors even at 226

the highest background rates expected in ATLAS HL-LHC 227

operation. The anode voltage was scanned from 490V to 228

520V, and from Figure 5b a 10% di↵erence in the spatial 229

resolution at 490V, due to the lower amplification gain 230

and the consequently worse cluster reconstruction is vis- 231

ible. Also, the slh = 0 parameter was tested, obtaining 232

similar resolutions up to the largest background intensi- 233

ties, at which the performance is impacted by the data 234

loss due to the front-end electronics. 235

For the data taken in inclined setup configuration the 236

cluster position is reconstructed di↵erently. The cluster- 237

time projection method [14] is applied in this case, for 238

4

V. D’Amico et al - To be submitted 
George Iakovidis IEEE TRANSACTIONS ON NUCLEAR 
SCIENCE, VOL. 69, NO. 4, APRIL 2022

https://ieeexplore.ieee.org/document/9724214
https://ieeexplore.ieee.org/document/9724214
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The game of shaper

V. D’Amico et al - To be submitted 
George Iakovidis IEEE TRANSACTIONS ON NUCLEAR 
SCIENCE, VOL. 69, NO. 4, APRIL 2022
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The VMM Shaper

The VMM “semi-Gaussian” shaper responds to an event with an analog pulse, the peak amplitude of

which is proportional to the event charge. The time needed to return to baseline after the peak, depends

on the the time constants and the configuration of poles. The VMM facilitates a 3
rd

order c-shaper with

the combination of one real and two conjugate poles. The transfer function T (s) for such shaper is given

by the following expression:

T (s) =
1

(s+ p1)

(n+1)/2Q
i=2

h
(s+ ri)

2
+ c

2
i

i =
1

(s+ p1)

h
(s+ r2)

2
+ c

2
2

i , n = 3

where n is the order of the shaper, and ri, ci are the real and imaging parts. The roots are:

(s+ r2)
2
+ c

2
2 = 0 ) s+ r2 = ±jc2 ) s = �r2 ± jc2

so the transfer function can be written with the simple fractions like :

T (s) =
K1

(s+ p1)
+

K2

(s+ r2 � jc2)
+

K3

(s+ r2 + jc2)
(1)

where one real pole, pole; = �p1 and the two complex poles, pole1 = �r2+jc2 and pole2 = �r2�jc2 = p
⇤
1,

<pole1 = �r2, =pole1 = c2. The coe�cients Ki are :

K1 =
1

(s+ r2 � jc2) (s+ r2 + jc2)

����
s=�p1

=
1

(�p1 + r2 � jc2) (�p1 + r2 + jc2)
=

1

(r2 � p1)
2
+ c

2
2

, 2 <

K2 =
1

(s+ p1) (s+ r2 + jc2)

����
s=�r2+jc2

=
1

(�r2 � jc2 + p1) (���r2 + jc2 +⇢⇢r2 + jc2)

=
1

2jc2 (p1 � r2 + jc2)
= |K2|ej�, � = \K2, 2 C

K3 =
1

(s+ p1) (s+ r2 � jc2)

����
s=�r2�jc2

=
1

(�r2 � jc2 + p1) (���r2 + jc2 +⇢⇢r2 � jc2)

=
1

�2jc2 (p1 � r2 � jc2)
= K

⇤
2 , 2 C

(2)

From Eq. (2) the Eq. (1) will be:

T (s) =
K1

(s+ p1)
+

K2

(s+ r2 � jc2)
+

K
⇤
2

(s+ r2 + jc2)
(3)

1

The time-domain representations (apart from the amplitude factor) of the shapers in Eq. (3) can be

calculated as the inverse Laplace transform T (s)
L�1

 �! f(t):

f(t) = K1e
�p1t +K2e

(�r2+jc2)t +K
⇤
2e

(�r2�jc2)t

= K1e
�p1t + e

�r2t
⇥
K2e

jc2t +K
⇤
2e

�jc2t
⇤

= K1e
�p1t + 2e

�r2t2<
�
K2e

jc2t
�
= K1e

�p1t + e
�r2t2<

�
|K2|ej�ejc2t

�

= K1e
�p1t + 2|K2|e�r2t cos (c2t+ �) , where � = \K2

= K1e
pole;t + 2|K2|e<pole1t cos (=pole1t+ \K2)

where

|K2| =
1

2c2

q
(p1 � r2)

2
+ c

2
2

(2)
=) 4c

2
2|K2|2 = K1

K1 =
1

(pole; �<pole1)
2
+ =pole21

If someone defines the normalized: H (f) = H (f) /⌧ which allows in our calculations, to take into account

the proportionality of H (f) to ⌧ (so that the integral, a measure of the amplitude, is independent of ⌧).

Through the normalization, the VMM shaper constants are :

↵ = 10
�8

pole; =
1.263

↵

pole1 = (1.149� j0.789)
1

↵

K1 = 1.584

K2 = �0.792� 0.115j

tpeak = 1.5↵

and the final function can be written in a computational form:

f(t) = ↵
3|pole;| (|pole1|)

2 ⇥
K1e

�tpole; + 2|K2|e�t<pole1 cos (�t=pole1 + \K2)
⇤

The Code implementation in ROOT

double vmmResponse ( vector<double> e lectronsTime ,

vector<double> e l ec t ronsGain , double &slope ,

double e l e c t r on i c sThr e sho ld , double &ampl i tudeFirstPeak ){

TH1D ∗ re sponse = new TH1D( ” response ” , ”VMM response ” , 5000 , 0 , 500 ) ;

response�>Reset ( ) ;

double PeakingTime = 2 5 . ;

double thresh = 0 . 0 5 ;

double a = (PeakingTime ∗ (10ˆ �9))/1 .5 ;

double pole0 = 1.263/ a ; // r e a l po l e
double Re pole1 = 1.149/ a ;

2
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https://ieeexplore.ieee.org/document/9724214
https://ieeexplore.ieee.org/document/9724214
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Avago/Foxconn miniPOD optical transmitters (AFBR-812FH1Z) which drive 32 fibres – one to each1319

of the two redundant Rim L1DDC’s per sector. Each section of the Rim-L1DDC can then be1320

configured by its SCA to forward either the direct clock or an E-link clock to the trigger boards in1321

its Rim crate. The received clock is chosen and fanned out by means of ultra-low jitter (less than1322

300 fs additive jitter) fan-outs.1323

The clock distributor board is a VME 6U board, designed with several measures [103] taken to1324

minimize jitter. The jitter cleaners are configured via I2C using an on-board commercial Ethernet1325

to I2C adapter card. The VME backplane provides only power to the board.1326

7.9 Board and ASIC counts1327

Ten types of custom electronics boards were designed for the NSW electronics system; over 80001328

of them were installed. Four custom ASICs were designed; over 49,000 of them were installed.1329

Table 6 itemizes the counts of NSW boards and ASICs.1330

Table 6: The numbers of the various boards and ASICs in the NSW system. This
table summarizes the table in [104].

Board Quantity Comment ASIC Quantity Comment

MMFE8 4096 VMM 40,192
pad-FEB 768 pTDS 768
strip-FEB 768 sTDS 2304
ADDC 512 ART 1024 2 / ADDC
MM L1DDC 512 ROC 5632 one / FEB
sTGC L1DDC 512 GBTx 3712
Rim-L1DDC 32 SCA 7520 one / board
Pad Trigger 32 VTRx 1920
Router 256 VTTx 1056
Serial repeater 768
LVDS repeater 128
Direct clock 2 MTx 512
FELIX FPGAs 60 FEAST IC 5760
Trigger 16 2 sectors each

Processor

8 Optical fibre interconnects1331

Fibres are used to connect between electronic boards on the NSW wheel itself in the collision cavern1332

and the radiation-protected room (USA15). All fibres are multi-mode OM3 (allows transmission up1333

to 10 Gb/s) and radiation tolerant. They range from LC-LC pairs to bundles of 36 and 144 fibres.1334

Figure 28 shows a block diagram of the fibre path for one Micromegas or sTGC sector.1335

To minimize the trigger latency, the fibres to the Trigger Processors in USA15 pass through a1336

special short path for ATLAS trigger fibres. The need for several stages of fibre-to-fibre couplers1337
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Front-end Electronics Requirements 
• Challenge of this Project - More than 2.4 million channels total (2.1M for 

Micromegas and 300k for sTGC) (full MS of ATLAS ~1.6M channels) 
• Operate with both charge polarities 
• Sensing element capacitance 50-200pF (sTGC Pad up to 3nF) 
• Charge measurements up to 2pC @ < 1fC RMS(6pC for sTGC pads) 
• Time measurements ~ 200ns @ < 1ns RMS 
• Multiple Trigger primitives, complex logic 
• Digitisation, deep FIFOs, Low power, programmable 
• Space requirements on the detector 
• Radiation tolerant
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Figure 1. Schematic illustration of the SRS and its components. The RD51 VMM hybrid and the DVMM
are specific to the new system presented here, while the other components and the general terminology is
used for all different SRS iterations. Adapted from [4].

Being specifically developed for reading out gaseous detectors and due to the aforementioned
properties, the VMM3a is well-suited to enable the SRS to fulfil the experiments’ requirements on
MPGDs and their electronics. At the same time, due to the configurability, the VMM3a enhances
the multi-purpose character of the SRS. Hence, it was integrated into the SRS [7], followed by an
optimisation of the system towards the current state, which is presented in this article.

2 Integration of the VMM3a into the SRS

To integrate the VMM3a into the SRS scheme, two ASICs are combined on the front-end
card—the RD51 VMM hybrid—to match the 128-readout-channel count of the detector con-
nectors (figure 2). In addition, a Spartan-6 Field-Programmable Gate Array (FPGA) is placed
on the hybrid to provide the clock and control signals to the VMM3a ASICs and to perform
the first processing of the ASICs’ data output. Furthermore, the hybrid contains an identifier
chip, a connector for external powering and grounding, Low-Dropout regulators (LDOs) for a
stable power supply1, spark protection circuits for each readout channel, as well as an external
Analogue-to-Digital Converter (ADC) to digitise the monitoring output signals from each VMM3a.

In the SRS, the VMM3a is operated in the non-ATLAS continuous mode, where each channel
is self-triggered, with the threshold being the trigger level. The output data from the VMM3a
consists of the amplitude and time information of the measured signal—the hit—where the output
of the peak finder is digitised. For the amplitude, a clock-less 10-bit current-mode domino ADC
is used [3]. For the time, a 12-bit reference clock counter is used for the rough time stamping

1 The VMM3a’s require a supply voltage of 1.2 V, while the other components on the hybrid are supplied with 2.5 V.
The power consumption per hybrid is around 3 W, i.e. around 23 mW per readout channel.
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Fig. 4. VMM3 hybrid of the Scalable Readout System.

Fig. 5. FEC (left) and adapter card (right) for the SRS VMM system.

to the hybrids. The adapter card mainly holds LVDS drivers, as the data
from the VMM hybrid are already digital and no further processing is
required. All components are powered by the FEC.

For direct powering of the VMM hybrids a SATA connector is placed
on the side of the adapter card facing the FEC. A converter produces the
voltages required by the hybrids, which are tunable by potentiometers
to allow for a compensation of the voltage drop in the cables.

4.3. Firmware

To implement the VMM in the SRS, a new firmware for the Virtex-
6 FPGA on the FEC was required. Many common parts of the general
SRS firmware could be reused, such as the Ethernet MAC and package
analysers, reset logic, clocking resources and configuration logic. The
front-end specific part is designed to treat large amounts of data. It
consists of two basic components. The first one is designed for the
control and configuration of the ICs on the adapter card and hybrid,
while the second one processes the data from the hybrid. The second
part also includes an decoder, as the data between hybrid and FEC are
transferred 8b10b decoded.

4.4. Electronics chain

The SRS standard readout chain shown in Fig. 1 has been realised
in a small-scale prototype, but already complete chain. All hardware
components of the schema are realised and presented in Fig. 6 (two
hybrids connected in this case) with the addition of the SRS crate for
power supply of the FEC card and adapter card. For such a small system,
the hybrids are powered by the adapter card through the HDMI cables.

4.5. Software

Several software packages are under development in order to control
the readout system and the VMMs, read out and store the data and
permit online monitoring. As a starting point for the slow control,
software provided by the ATLAS NSW upgrade project was used to
develop an adapted software based on C++/Qt with graphical user
interface. It reflects the hardware architecture and hence its scalability.
Systems with several VMM hybrids can easily be handled with the new
software. Automated calibration procedures are implemented and will
be (as the whole software) continuously extended.

For online monitoring and data acquisition, the project profits from
the collaboration with the software work package within BrightnESS.
The data acquisition uses Apache Kafka [24] with a network socket,
while the online monitoring is based on Qt.

For data analysis, software packages based on python, as well as on
ROOT or C++ are available.

4.6. Data rates

Due to the high hit rate capability per channel of the VMM ASIC, the
readout has to be able to cope with challenging data rates. In this section,
the situation in which the VMMs produce data with their maximum rate
is evaluated and compared to the capabilities of the current hardware.
It has to be mentioned that this situation is far beyond any realistic
application of this front-end ASIC, as such large amounts of data will
usually not occur in all VMMs simultaneously and continuously.

To cope with large amounts of data simultaneously occurring in all
VMMs of a system, buffers in the VMMs, Spartan-6 on the hybrid and
Virtex-6 on the FEC and network buffers on the computer are capable to
store defined amounts of hits. In the case of large amounts of data only
in a few channels or VMMs, the advantage of the scaled system pays
off again, as such excesses are compensated by other VMMs with lower
data rate and only an average amount of data needs to be processed.

Calculated from the absolute maximum of 4Mhits/s, 38 bits per hit
and 64 channels, a VMM ASIC can produce 9.7Gbit/s of data. By design,
this large amounts of data cannot be read out from the ASIC, as the
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VMM SRS Homepage

• SRS developments towards a VMM FE 
implementation started 2014 
• VMM2 was the first version to be integrated 

• Since VMM2 is an integrated FE ASIC it can 
provide digital output directly 
• Implied an FPGA on the FE for the readout 

and control of the VMM 
• Implied a digital adapter card as well 

• A lot of progress was made since then 
implementing the VMM3/3a ASICs 

• Power distribution changed as well, VMM is 
demanding on power and sensitive to noise !

https://doi.org/10.1088/1748-0221/17/12/C12014
https://doi.org/10.1016/j.nima.2022.166548
https://doi.org/10.1016/j.nima.2018.06.046
https://vmm-srs.docs.cern.ch/
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Figure 4. Measured X-ray interaction rate [4] (left). Time and spatial resolution (right) of a COMPASS-like
triple-GEM detector (threshold of 1.5 fC per readout channel). This measurement was performed with the
RD51 VMM3a/SRS beam telescope at the CERN SPS using 80 GeV/c muons.

3.2 Detectors and particle interactions

To further study the rate limits due to the token passing, the anode strips of the detector were read
out with two hybrids, one reading the x-strips and the other reading the y-strips [4]. Each hybrid was
connected to a single FEC to be not limited by the gigabit transceiver. The detector was uniformly
irradiated with X-rays from a copper target X-ray tube. First, the measured interaction rate increases
with the X-ray tube current but then saturates because of the readout limits (figure 4)6. Due to the
saturation in each coordinate plane, information is lost, resulting in a decrease of the measured rate
for hit information matched between both planes towards higher photon fluxes [4]. Nonetheless,
VMM3a/SRS allows recording of interaction rates up to several MHz. The same was confirmed
during an RD51 test beam at the CERN Super Proton Synchrotron (SPS), where up to 5 × 106

pions contained in the beam spill (4 to 5 s duration) could be recorded.
Also, the time resolution and the spatial resolution were measured (figure 4). Due to the

electronics’ time resolution, most MPGDs’ resolution can be measured without the need for an
external TDC. A time resolution of around 8 ns was measured for the detector, being compatible
with previous measurements [14]. In the case of the spatial resolution, accuracies below 100 μm
have been measured. The centroid method was used for this, profiting from the charge information
provided by the VMM3a. This shows that VMM3a/SRS allows characterising the entire detector
with a single readout system and all information contained in a single data stream.

3.3 Applications

In the end, two major successful applications of VMM3a/SRS should be noted. First, there is the
operation of the RD51 VMM3a/SRS beam telescope as Beam Position Detector (BPD) for the

6 The measured X-ray rate is lower than the measured hit rate because each interaction generates signals on typically
8 to 10 readout strips, i.e. 4 or 5 hits per plane.
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Figure 3. Measurement of the differential time resolution of the VMM3a (left). Illustration of the saturation
of the maximum readout rate for different token clocks [4, 13] (right). The dashed line (right) indicates the
theoretical maximum of the receivable hit rate.

software [8] and two data processing paths. The data processing consists of an offline path, where
the network packages are saved to disk for the data analysis with custom VMM3a/SRS tools [9],
as well as an online path, where selected parameters of the network stream are reconstructed and
visualised with software from the European Spallation Source [10].

3 Measurements and applications

To characterise the system response, many different measurements were performed. An excerpt of
these studies on two key aspects of VMM3a/SRS—the time resolution and the rate capability—is
presented in the following. For this, test pulses (section 3.1) and signals from particle interactions
recorded with a COMPASS-like triple-GEM detector [11] (section 3.2) are used.

3.1 Test pulses

To measure the electronics’ time resolution, the differential time resolution [12] is used. Test pulses
are sent simultaneously to two readout channels i and k and the time differences between the signal
arrival times are calculated. The width of the distribution σ (tk − ti)/

√
2 gives the electronics time

resolution. This was measured for two peaking times at different electronics gains, depending on
the signal amplitude (figure 3). For 200 ns peaking time, the time resolution is around 2 ns, while
at 25 ns peaking time, time resolutions below 0.5 ns were achieved.

To study the rate capability, test pulses have been sent to the VMM3a input with an increasing
number of active channels (figure 3). This was performed for various token clock settings [4, 13].
The faster the token clock, the higher the maximum hit rate that can be read out. It can be seen
that the hit rate increases asymptotically to the theoretical maximum5 with more active channels.

5 It should be noted that this measurement was performed with an acquisition window enabled in the FEC firmware,
limiting the maximum readout rate to less than what can be achieved by the token passing. This acquisition window was
replaced by a so-called latency logic [4], which enables the full continuous data output.
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Fig. 14. Illustration of two clusters A and B that have a geometrical overlap of �x.
The time difference between the occurrence of the clusters is �t. The active readout
channels are read out token-by-token, with the readout time Tn for the token on channel
n.

Fig. 15. Distributions of the time differences between two consecutive hits for a certain
number of Activated Channels Per Hybrid (ACPH) and different X-ray tube currents.
The different axis scales between (a) and (b) should be noted.

limitation, two charge clouds/clusters are shown. The two clusters
overlap geometrically and are close in time. Each cluster will generate
hits on several readout channels. The rate limitation occurs, if the time
difference �t = tB * tA between the occurrence of two clusters A and
B is now smaller than the time difference between the readout of the
channels �t® = Tn+1*Tn. Some of the hits in the first cluster A (in Fig. 14
it is channels n+ 4 and n+ 5) have not been read out when the second
cluster B occurs. In this case, the information that is acquired by the
VMM channels n + 4 and n + 5 cannot be stored in the channel buffer
and is simply lost. The more channels are activated, the more likely this
type of data loss is to occur due to the token passing scheme and the
serial nature of the data transfer.

Fig. 16. Image of a pen containing 17 ù 10
6 clusters. The full data set contains 50 ù 10

6

clusters, that have been recorded in 30 seconds.

This explanation is confirmed by the distributions, shown in Fig. 15.
There, the distributions of the time difference between two consecutive
hits on a single channel are shown, for two X-ray tube currents (mean-
ing different interaction rates) and for various numbers of Activated
Channels Per Hybrid (ACPH). The time it takes to read out one channel
and jump to the next one with the raised token flag is constant. Thus,
the more channels are active, the more time it takes to loop over
all channels with an active token and read them out. For a low X-
ray current (2mA), the shape of the distributions remains the same,
independent of the number of channels that could be read out. By
turning the NL off, only the number of hits changes as expected (less
active strips per cluster), but not the overall behaviour. At higher X-ray
tube currents (10mA), in the bandwidth limitation, the effect of the
token passing can be seen. The lower the number of channels which
can be read out (ACPH), the quicker one ‘readout loop’ of the token
is finished and the more hits can be read out in the same amount of
time. This can be seen, as the peak of the time difference distributions
moves towards smaller values for smaller ACPHs, but also for the same
number of ACPH, when the NL is turned off.

3.3. X-ray imaging examples

As last part of the X-ray studies, a few measurements highlighting
the high-rate imaging capabilities of VMM3a/SRS are shown. The X-
ray tube settings were slightly changed compared to the previous
measurements: the acceleration voltage was set to 18 kV, while the tube
current was kept constant at 5mA.

In Fig. 16 an X-ray image of a pen is shown, containing 17 ù 10
6

clusters. The full data set, due to the larger active area, consists of
50 ù 10

6 reconstructed clusters, which have been recorded in 30 sec-
onds, corresponding to a measured interaction rate of 1.7MHz. The
measured hit rate was on average 20.8Mhits_s. Similar to the image of
the pen, an X-ray image of a small mammal was taken (Fig. 17). This
image was recorded with similar hit and measured cluster rates as the
one of the pen. However, the acquisition time was slightly longer with
3minutes, allowing to record 277 ù 10

6 clusters for the image.
Due to the high rate-capability with the self-triggered readout and

the individual event reconstruction, it is also possible to perform imag-
ing of dynamic processes. To illustrate this, two examples are shown
in Fig. 18. Fig. 18a displays the opening of the X-ray tube’s shutter.
The length of each frame was here chosen to be 2ms. In Fig. 18b, the
rotating blades of a fan are shown, again with a frame length of 2ms.
Each frame of the fan contains around 4000 clusters. To increase the
absorption of the X-ray photons, the blades have been covered with
copper tape. Further, the X-ray tube voltage was reduced to 16 kV in
order to decrease the Bremsstrahlung fraction in the spectrum.
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Fig. 17. Image of a dead mammal. The data set for this image contains 277 ù 10
6

clusters, that have been recorded in 180 seconds.

Fig. 18. Examples of the continuous data stream, which is sliced into frames, allowing
to reconstruct dynamic processes.

4. Conclusion and outlook

In the past years, the VMM3a ASIC, which was specifically designed
to read out gaseous detectors of the ATLAS New Small Wheel, has been
successfully integrated into the RD51 Scalable Readout System. Two
VMM3a ASICs are combined together with a Spartan-6 FPGA on a front-
end board, the RD51 VMM hybrid. As part of the integration process,
the non-ATLAS continuous self-triggered readout scheme between the
VMMs and the FPGA, as well as the readout scheme towards the Front-
End Concentrator (FEC) card, were optimised for high rates. In this
article, two firmware implementations for the Spartan-6 FPGA have
been presented. Additionally, the optimised firmware on the FEC is
described. It was shown, that readout rates of up to 8.8Mhits_s per
VMM and 20.8Mhits_s per FEC can be achieved. The results were then
confirmed by using the electronics for high-rate X-ray-imaging studies,

where in an optimised set-up, interaction rates of around 2MHz were
measured.

The SRS and specifically the RD51 VMM3a are thus suitable for
various applications that require high data rates. Future studies like the
measurement of fast charge-up effects in detectors in high irradiation
environments, or the multi-channel investigation of space charge effects
are now possible. In the coming productions of the RD51 hybrid, the
Spartan-6 FPGA on the RD51 VMM hybrid will be replaced with a
Spartan-7 FPGA. A working prototype of the Spartan-7 version already
exists. This hardware upgrade will also allow the investigation and
implementation of other VMM readout modes, which are e.g. de-
scribed here [15]. Implementations of even faster readout rates of about
10Mhits_s can be envisaged.
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clusters, that have been recorded in 180 seconds.

Fig. 18. Examples of the continuous data stream, which is sliced into frames, allowing
to reconstruct dynamic processes.

4. Conclusion and outlook

In the past years, the VMM3a ASIC, which was specifically designed
to read out gaseous detectors of the ATLAS New Small Wheel, has been
successfully integrated into the RD51 Scalable Readout System. Two
VMM3a ASICs are combined together with a Spartan-6 FPGA on a front-
end board, the RD51 VMM hybrid. As part of the integration process,
the non-ATLAS continuous self-triggered readout scheme between the
VMMs and the FPGA, as well as the readout scheme towards the Front-
End Concentrator (FEC) card, were optimised for high rates. In this
article, two firmware implementations for the Spartan-6 FPGA have
been presented. Additionally, the optimised firmware on the FEC is
described. It was shown, that readout rates of up to 8.8Mhits_s per
VMM and 20.8Mhits_s per FEC can be achieved. The results were then
confirmed by using the electronics for high-rate X-ray-imaging studies,

where in an optimised set-up, interaction rates of around 2MHz were
measured.

The SRS and specifically the RD51 VMM3a are thus suitable for
various applications that require high data rates. Future studies like the
measurement of fast charge-up effects in detectors in high irradiation
environments, or the multi-channel investigation of space charge effects
are now possible. In the coming productions of the RD51 hybrid, the
Spartan-6 FPGA on the RD51 VMM hybrid will be replaced with a
Spartan-7 FPGA. A working prototype of the Spartan-7 version already
exists. This hardware upgrade will also allow the investigation and
implementation of other VMM readout modes, which are e.g. de-
scribed here [15]. Implementations of even faster readout rates of about
10Mhits_s can be envisaged.
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Front end developments 
Importance of Noise !

• Frontend board design is crucial for the performance 
of the ASICs 

• Monte Carlo based on Garfield parametrization was 
developed long time ago showing the signal loss as a 
function of threshold ! 

• Struggled a lot during the developments but key 
element was the implementation of DCDC 

• Final MMFE8 board 1k-2.5k ENC (100-250pF MM)
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NSW Integration 
The importance of Power supplies

• During integration a major noise issue was observed in the 
NSW electronics 

• After almost 1.5y the issue was attributed to high noise 
(ripple) and non symmetric power lines on the power 
supply 

• Increased filtering and grounding mitigated the issue 
• The issue though was not solved but patched !
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Production
• The VMM is produced in a 8” wafer with 2 copies of the chip in a reticle, total 113 chips / wafer 
• During the production we faced several issues due to GF processing affecting the yield
• Many iterations with experts from Global Foundries to improve the yield and understand the issue
• Investigation concluded (HPT process maintained throughout the production for high density metal layers)

• ATLAS has already produced and packaged 73k VMMs (incl. prototyping) 
• Many testing protocols have been produced for testing the devices
• Direct wafer probing was developed to allow initial screening of the production batch
• Half of the production was tested by manual operators (lengthy process)
• Due to constrains in time, we developed automated testing (30sec/device) which accelerated dramatically the process
• Throughout the process, 70% yield was achieved, 30% mainly due to ESD damage on input transistor or baseline 

stabilizing circuit 

VMM Yield

Good
70%

Failed
30%

Wafer probingManual testing Testing in Industry
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Remarks
• The VMM frontend took almost 8y of developments, was a difficult and expensive path  with 

many issues along the line  
• But successful! NSW operates in ATLAS for the last 3 years 
• Many other applications followed after NSW 

• The SRS implementation allowed an even high number of applications 
• VMM is fully flexible and capable of high rates, can match many many requirements due to its 

highly configurable parameters 
• R&Ds should follow the big experiments, any integrated ASIC development is expensive ! 
• Foundry plays a big role in the production and even prototyping, field is evolving ! 
• Community lacks software and firmware developers as well as electronics engineers with 

analog design skills  
• Implementation of highly complex electronics becomes more and more difficult 

• Technology is evolving  Power distribution is a key element for low noise electronics, it 
costed NSW almost 2y and continues to cost due to failures !

→
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backup
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• Since the VMM2, we have experience major channel (initial NUP4114 issue). Moving to 130nm technology made the 
requirements on input protection higher. Current protection scheme based on the SP3004 seems inadequate to protect the 
VMM front ends 

• A dedicated ESD testing procedure was lunched allowing a systematic test of the VMM input. 
• A VMM board (MMFE1) with Panasonic connector and a VMM socket was developed to perform systematic tests. On top 

a Panasonic based connector daughter-board was built to test different protection schemes and different footprints. 
• 220 pF capacitor emulates typical MM strip capacitance, a channel like this survived repeated discharges while without 

protection is dead after a single discharge. Then survived zapping overnight (>30,000 discharges)

Input protection
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Packaging issue

• Why ?: The package bend when CTE (Coefficient of Temperature 
Expansion) of the substrate is larger compared to the silicon or the 
mold compound. 

• At the die attach cure temperature the substrate is then flat and 
stress free connected to the silicon die. 

• The warpage is then worse at the temperature farthest away from 
the attach cure temperature i.e. room temperature. 

• The reflow temperature will be higher than the die attach cure and 
post mold cure temperature, so the warpage I expect to be 
significantly smaller (and in the opposite direction) compared to 
room temperature. 

• IMEC/ASE though acknowledged the issue and proposed to 
increase the mold thickness to 0.65 from 0.53
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VMM implementation in NSW


