CMS RPC Link System

(2nd DRD1 Collaboration Meeting & Topical Workshop on
Electronics for Gaseous Detectors)

CMS

Mohammad Ebrahimi, Fatemeh Esfandi, Elham Zareiyan
Behzad Boghrati, Mojtaba Mohammadi Najaf abadi

Tehran, IRAN
on behalf of CMS Muon Group
19 June 2024

@ Institute for Research in Fundamental Sciences (IPM),

IRM




= Outlook %

d Present CMS RPC Link System — Upgrade
Motivation

(J CMS RPC Phase-2 Upgrade Projects

] Review on new RPC Link System Project

O Irradiation Test Results and Validation at P5

d Summary

Back-up: 96-Channel TDC, HL-LHC Background Rate, Project Schedule, Radiation level at the CMS Tower Racks,
CHARM location GO, CHARM TID and Fluences distribution, CHARM Irradiation Results

Behzad Boghrati, CMS RPC Link System, 2nd DRD1

2/2
Collaboration Meeting, 19 June 2024 =



HiLuMi

LARGE HADRON COLLIDER

LHC HL-LHC

13 7oy R 13.6 TeV 13.6 - 14 TeV
e

energy
Diodes Consolidation

splice consolidation cryolimit LIU Installation HL-LHC
7 TeV 8 TeV button collimators interaction . . inner friplet . X
— R2E project regions Civil Eng. P1-P5 pilot beam radiation limit installation

2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2022 2023 2024 2025 2026 2029 IIIIIII
5to 7.5 x nominal Lumi
ATLAS - CMS
experiment upgrade phase 1 ATLAS - CMS
beam pipes

. ) . ) HL upgrade
nominal Lumi w ALICE - LHCb . 2 x nominal Lumi

75% nominal Lumi I/_ upgrade ' !
F i 3000 fb!
ETH L4501 e e

HL-LHC TECHNICAL EQUIPMENT:

-
DESIGN STUDY - PROTOTYPES / CONSTRUCTION | INSTALLATION & COMM. |||| PHYSICS

HL-LHC CIVIL ENGINEERING:

DEFINITION EXCAVATION BUILDINGS

Behzad Boghrati, CMS RPC Link System, 2nd DRD1 3
Collaboration Meeting, 19 June 2024



CMS

Present RPC Link System

Control & diagnostic
(CCU chain) 40 MHz

Control Board
LVDS cable

Link Board

Optic Links
90 m @ 1.6 GHz

1376 Link Boards
in 108 Boxes,
Steered by 216 Control
Boards

e

splitting)

| Control software & databases |

CCU ring

Device drivers

Token ring

I2C channels
12C, PIO, memory, .
JTAG, trigger Front-end devices

492 fibers (before

Upgrade Motivation

RPC signals synchronization, timing
resolution is 25ns

Data transmission speed is about
1.6 Gbps

Control, diagnostic and monitoring
of the Link system has been
designed based on CCU ring
(combination of copper cable and
fiber optic), very susceptible to
electromagnetic interference

Present RPC Link System - Upgrade Motivation
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CCU ring is not very fast, the bandwidth (40 MHz) share between 12 control boards

Most radiation hard electronic components are obsoleted

Electronic aging, presently the Link system at the end of LS3 is already 17 years old
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Present RPC System Ingredients

RPC Strips, Coaxial cables,
Cooling and Gas Pipe

On-detector Electronics

Link System (LBB)
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RPC Phase-2 Upgrade Architecture and Layerl
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New RPC System for Phase-2 Upgrade

SFP+ modules

Slave LB1 GBT-FPGA (Fiber Optic)

Master LB2
Slave LB3

LPGBT link
Slave LB7 Trigger
Master LBS
Slave LB9
LPGBT link .
Trigger
LPGBT link
Trigger

SFP+ modules
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Overview of the Electronics

New Link system Features :

1.

A

o ) e e

14 Layer PCB, 40 x 28 cm?

FPGAs are KINTEX-7, XC7K160T — Industrial Version
Muon hit time, TDC timing Resolution : 1.56 ns
Master Link board output data rate : 10.24 Gbps
Control Board communication with RPC Backend
electronics: 4.8 Gbps

Input Voltage: 4.0V (3.8V-5.1V)

Current:3A ->2A

Power Consumption: 12 W ->8 W

Embedded internal buffer (DDR3) : 4 Gbyte
Optical Transceiver: SFP-10G-SR

Radiation Mitigation: TMR + Internal Scrubbing
e Scrub Rate of entire FPGA (Real time SEU detection and
Correction) : 13ms (31,770 times faster than the rate of
SEU at the tower racks)
* SEU at the tower racks : Every 413000 ms
Safety Systems:
 Over & Under Voltage Protection, FPGA Over
temperature Protection, Transient Voltage Suppressor
* ESD Protection (15 kV)

Slow Control,
2.56/5.12/10.24 Gbps
216 Links

New Link system Upgrade Phase-I|

/“—.——-‘
/
Hit data Links
10.24 Gbps
492 Links
1376 Link Boards
in 108 Boxes,

Controlled by 216 Control Boards

Resistive Plate Chambers
Up to 6 layers of detectors.
480 chambers in Barrel, 648 in Endcaps




o System Requirements

1. Signal Conditioning: Single LVDS signal (pair of wires/pins) for each RPC channel (strip). RPC Link S r d Pack
hit is a pulse of 100ns. Ink System Card Packs

* Each LB receives 96 RPC channels i.e. full Endcap RPC (3 eta rolls),

t

I

e orone roll of barrel RPC.

2. Impedance Matching: According to the LVDS standard, the line should be terminated on the
receiver side by ~100 Q resistance inside the LVDS line receiver chips.

3. Time-Stamping: The signals are asynchronous, and the rising pulse edge brings information
about the RPC hits timing (the signals are not synchronous to any clock). Time-Stamping unit,
implemented in the FPGA, measures the arrival time of the rising edge of the pulses to the

>
rad

corresponding bunch crossing.

4, Latency Compensation: The RPC signal and received TTC clock has been delayed concerning
the main bunch crossing and should be fixed first. RPC signal delay and TTC clock phase shift
compensator.

5. Data collection and transmitter: Data of 42 fired strips at each bunch crossing are selected and

buffered by the data collector inside the Link Board FPGA. Crossing data of 6 hits from one
Link Board will be sent to the Master Link Board. In the Master Link board, its data and the

data of two adjacent Link boards are collected and merged. At Final, data of 18 hits of current
bunch crossing will send to the next layer of the trigger. * Link SyStem Front Panel
* 16 Layer PCB
* Master/ Slave Link Board: The system is built with Slave Link Boards and Master Link Boards, the . .
* Board will be cover by an insulator layer

PCB is the same, but the firmware is different.
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cvs. Hardware Prototype of New Link Board (V2.R1) (@2,
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CMS,

Control Board

14 Layers PCB - FR4

The only bridge between RPC backend

electronics and Link Boards

Optical Links to receive TTC, Fast, and Slow
commands. GBT-FPGA link driver.

TTC clock and Fast BGo commands, BCO
TTC Clock Phase shift adjustment
FEB Parameter Configuration and

Verification.

Control and monitor the Link Boards
Histograms, Data Logs, and Diagnostics

through the front panel bus.

Behzad Boghrati, CMS RPC Link System, 2nd DRD1
Collaboration Meeting, 19 June 2024

11/29



CMS

Hardware Prototype of New Link Board (V2.R2)

Link system final Version:

* Based on the ESR/PRR recommendations (Nov. 2022) and our experience
especially from irradiation test at CHARM, a few modifications applied to
the electronics:

1. PCB Material changed to Halogen-free.
2. To optimise power consumption from 12 W to 8 W, some

unnecessary components were removed

1. Ethernet interface

2. DDR3 Memories

3. Optimized Voltage regulators

4. Two of six front-panel diagnostic LEDs
The Link system clock chain was modified for more flexibility in
measuring the TTC and BCO latency.
An Analogue Watchdog Supervisor (AWS) is added to recover
electronics from the link loss failure.
A large front panel connector (125-pin) was replaced with a smaller
one (55-pin). It helps to shrink the size of the front panel board and
prevent any damage during the system assembly by the technicians
at P5.




1 Muan Solenoid

Link System Clock distribution Scheme (modified)

Front
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Time-Stamping i
 RPCsignals time Stamp

The first step of the RPC signal processing is the measurement of RPC signal arrival time and assignment of this
data to the phase compensated LHC/CMS clock (40 MHz).
LHC/CMS 40 MHz Clock | | [ f [ | [ f [ |
< A1 - Phase difference (configurable)
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LHC/CMS 40 MHz Clock —
BCO _
Coarse Time(BCN) BX o ] 1 2 3 4
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0 3 1315
RPC Signal F_I Ap2 RPC Signal Skew (Fixed)
Adjustable window A
Ax
TDC 0 0 0 0 Hit time 0
Hit time = BCN + fBCN = Ap1 + A2




“"> Time-Stamping — TDC Transfer Function

TDC Function
T T T

151 o] TDC Function
—Ideal ] 15 . T T T T T T
14 - - I |——Ideal b
= = =Skew1 L
Skew?2 14 1 |= = ~uSkew1 }
3 - - -Skew3 13 b uSkew2 '
Skew4 1 |= = =uSkew3 i
12+ ==l !
f 12n i
1+ i ]
M 1
| 1
100 10H 1
! 1
9r 9 ,: 4
£ £ L :
8 ~ L
5 % o ?
o 7 & Ls
3 3 ”:
6 b //’i- .- 6 "I 1
-— ! - - |
5r 1 - ’,l‘ oo ] S ! 1
1 ,’/ 1 - ~ L i |
Al ... Offset Error = 1.5~ 3 n§ ah Offset Error < 50 ps 1
il | 1 |
3L wo-2 8 3n 1
L] 1 i
1 1
i h 2n 1
! |
[ LS. JR, Fp 1h 1
O 1 R 1 L L L 1 L L L .
0 25 50 75 100 125 15.0 175 200 295 250 0 2.5 5.0 7.5 10.0 125 15.0 17.5 20.0 225 25.0

Bunch Crossing Period (ns) Bunch Crossing Period (ns)

v" TDC resolution is 1.56 ns. The gain error is zero but the offset error is not.

v TTC clocks and RPC hit signals have delays w.r.t the origin of the LHC clock. This cause a fixed offset error on
the TDC transfer function.

v" In Link Board, the TDC data is compensated with two parameters; 1) Macro steps: 1.56 ns, and 2) Micro
steps: 48 ps. Figure left, Macro step offset error compensation, and Figure right, Macro + Micro steps
offset error compensation.
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RPC_valid] e——
RPC_SubBX1 —4Rils 2__p

RPC_valid2 e——)p|
RPC_SubBX2 —4bils - |

TDC1

TDC 2

RPC_valid96 =)

TDC 96 RPC_SubBX96 —4hils 2y |

| Data Collector, Multiplexing, and Transmission

D,

IR

BX Number

SubBX_of_Trigered_RP

Trigered_RPC_index6

SubBX_of_Trigered_RPC|

Trigered_RPC_index2

SubBX_of_Trigered_RPC

Trigered_RPC_index1

="

Total Number of bits
=(6x11)+12=78

To Master LB via

* Data of UP to 6 fired strips (activated channels) are
transmitted per BX clock cycle.

e Bursts with up to 42 activated channels can be
transmitted without data loss.

* In Burst cases, channel data are transmitted with a delay.

Transceiver

: : , , : , V V V V V V V_ | GBT (84-bit frame)
7bit | 4bit 7hbit | 4bit 7bit | 4bit 7hit | 4bit 7bit 4bit 7bit 4bit 12bit |
g A /L Y, /L /L /) BXNumber
Y Y Y Y Y Y
Hit 1 Hit 2 Hit 3 Hit 4 Hit 5 Hit 6
MLB
SLB left » Mux « SLB Right
17 hits / Bx

BX



CMS

_ RPC Signal and Data processing — Data Transmission %@

* Frame structure /tlit-l .. Hit-6

Header No. Strip Sub-bx BCO BCO
+ FEC (1..96) SLBR SLBL

SLB Right (66 bits) MLB (66 bits) SLB Left (66 bits)

* Frame Fields

Overhead electronics: Header (2 bits) + FEC (20 bits)
Hit information:

* The number of fired strips could be between strip no. 1 to strip no. 96. Size of this field is 7 bits.
* The Sub-BX or fractional part of the hit time of a fired strip. The size of this field is 4 bits.
Master LB Bunch Crossing: Sets as a reference and keeps in the BCN MLB.

Bunch Crossing Offsets: The Bunch crossing in the Slave LB Right and Left has an offset w.r.t the Master Link
Board bunch crossing. These offsets keep in the BCO SLBR/SLBL fields.

Frame size: 256 bits

Total Number of data bits: (3 x66) + 12 + 6 + 6 = 222 bits

Behzad Boghrati, CMS RPC Link System, 2nd DRD1
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“Y>¢| Preparation for Irradiation test in Cern 904 Lab

Radiation mitigated
Master Link Board will
be located at the
irradiation Test Facility

dJune/July 2022: Preparation for Irradiation Test
v" Link System Test Setup was tested at 904 Lab.
v System fully stable, responsive during 8 hours
continuous run.
v Cold Test was passed. Error injection to the FPGA was - i o2/
done and every errors (virtual SEU) were detected and : % A g - i — = —
corrected by FPGA SEM IP core. 3 2 '

-
TCP IP Ethernet
interface to the PC

=

Muon hit data Link to the Back-end

electronics LpGBT @10.24Gbps / Control Board and Slow

Loopback Mode / 15 m Control Emulator at
one card
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Link System will

install on the CMS "‘E
Tower racks. o

L=

)
Among all racks, Q
the onesin front %
of the YE3 and L
YE1 are at higher
exposure.
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Neutron Fluence at CMS tower racks

Radiation Consideration in HL-LHC
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Epithermal Neutrons
Fluence at YE3 tower racks
< 1.6 x 1011 h/cm?

UUU |
Z [cm]

20 MeV neutron Fluence
at YE3 tower racks
<2 x 1019 n/cm?
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CMS

Link System will
install on the CMS
Tower racks.

Among all racks,
the ones in front
of the YE3 and
YE1 are at higher
exposure.

Radiation Consideration in HL-LHC

Dose [Gy]

Absorbed Dose at CMS tower racks

2 CMS-FLUKA Simulation ®
L Preliminary ® 4000 fb” °
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. s %
8 — YE3:-. &
- l 4 ; Integrated Dose
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- YE1 ik <6 Gy
4 oy {'.‘-‘:: ol
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Irradiation Test Setup in CHARM

(JOct. 12-Nov. 1st: Irradiation Test for
RadMon

3 wee kS Standard Radiation

v' CHARM location GO measurent tools ==

v TID: 3.45 Gy/Day e

v" Thermal neutron flux: 2.7 x 10> (cm2 s1)

v High energy hadron flux: 1.4 x 10° (cm2 s1)

v Target for 10 years HL-LHC

v' 4000 fb

v’ Location of Installation on CMS tower racks

v' TID < 6 Gy

v Total High and Low energy neutron flux

<1.8x103(cm2s?)
v Hardware Test Setup on the Charm

v" Two Link Boards is chosen for this test.

v’ Link Board and Control Board is designed based
on the same electronics devices and their
circuits are very similar above 90%. For this
reason, we decided to test only Link Boards. iRPC FEB Redundant Link

v Each board has a redundant optical Links and an
Ethernet interface (added in week 3™ of the test)

Link Board No.1
Internal Scrubbing
Non TMR Firmware

o

— Link Board No.2
Internal Scrubbing
TMR Firmware

v' CAEN power module, set a limit on the current to

v In the Link System, Loss of connection is see the over-current and record the latch-up

consider as a failure



CMS

Link Board firmware covers almost all logics and
primitives expected to be used for HL-LHC.

We have evaluated two mitigation techniques on the Link
Board FPGAs (Kintex-7 XC7K160T):

* Non-TMR + Internal Scrubbing (SEM)
* TMR + Internal Scrubbing (SEM)

In both firmware, a test logic block has been replicated
over the entire FPGA to increase the chance of the SEUs
and precisely evaluate the mitigation methods.

Ninety-eight test blocks are implemented on the non-
TMR firmware, and 37 TMRed test logic blocks are
replicated on the TMR firmware.

Additionally, both firmware comprises two modified GBT-
FPGA lanes, automatic link loss detection, and swapping,
an Ethernet interface, Clock recovery and litter cleaner,
and an SEM controller.

Irradiation Test — FPGA Firmware
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“™>! Irradiation Test — Results

] Oct. 12-Nov. 15t 2022: Irradiation Test Results

AN N U N N NI

N N N N N NN

Electronics running for over three weeks

The CHARM dosimetry document Link

Total integrated dose (TID): 56.9 Gy

Total HEH fluence (cm-2): 1.62 ell

Total ThN fluence (cm-2): 3.34 ell

No latch-up has been seen on the entire electronics

Expected #SEU in FPGA CRAM per minutes: 22.1

Expected #SEU in FPGA BRAM per minutes: 2.88

Rate of SEU detection and correction by SEM at configuration
memory: 0.2 s (12 SEU per minute)

For the Link Boards, failure is defined as link loss.

The power cycling is used to failure recovery

MTBF of the Non-TMR firmware + SEM per Link: 250 minutes
MTBF of TMR firmware + SEM per link: 250 minutes

MTBF extended for HL-LHC condition:

_ : 423 x10% (cm~2 s
MTBF,, yc = 250 min X 18x 103 (€m2s D)
Redundant links make MTBF,; ,,c %2

Power Recycling time: 5 sec

= 40.79 days

ENERN

detected on the electronics.

v"  Electronics test results are fulfilled the HL-LHC

No over-current appeared during the test.
No permanent damage nor performance degradation

requirement with following safety factors:

ltem CHARM HL-LHC | S3fety
Factor

TID (Gy) 56.9 <6 >9.33

Total HEH fluence (cm2) 1.62 x 10! | <2x101° | >8.1

Total ThN fluence (cm2) 3.35x 101 | <1.6 x 101 >2

Irradiation Flux (cm2 s?) 4.23 x 10° 1.8 x 103 235

H#SEU d(.etectlo.n anc?1 12 0.14 85

Correction (minute)

#days between failure 0.17 40.79

# failure per one 245

HL-LHC year

# failure in all HL-LHC years 24.5

Dead time over HL-LHC 122.5

(sec)



https://edms.cern.ch/document/2796983/1

CMS, ! RN |
1 Verification in CMS New Link System (Left) -

Present Link System(Right)

Installed at UXC

RPC Link System status at P5

v" The Link board and Control Board installed on the P5 at the
beginning of February 2024 are monitored to see their
behavior regarding irradiation, magnetic field, and electrical
noises. So far, the Link Board and Control Board are pretty
stable in real environmental conditions.

Pl 1 el |

v’ The firmware Fine-tuning of the Link Board and Control Board
is also in progress using remote programming from Tehran.

Current (A)

1 =<9 3 — ii
113 1 r
441¢ : ! ! C) l
| | » 9 | Stable Current consumption shows stable behavior
; under real environmental conditions
) ] : \
0 | 9% S5—9 Al ] W 0 ] 1§y
4 Link System remote programming from Tehran/Cern
Feb 1 00:00 Feb 18 11:52 Mar 6 23:45 Mar 24 11:37 Apr 11 00:30 Apr 28 12:22 May 16 00:15 Jun 2 12:07 Jun 20 00:00
Feb 1st June 19
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“¥>2 RPC Firmware Repository - GitLab %%

* New Link system Firmware
1. Unified Link Board * https://gitlab.cern.ch/cms_rpc_muons_firmware
2. Unified Control Board
3_ ContrOI Board GTX IBERT test Subgroups and projects  Shared projects  Archived projects | Search by na | Updated date ~
4. Link System. Irradiation L LinkSystem & 2217 Qo B1
5. User Graphic Interface
6. TDC (1.56“5) v 8= U Unified Link Board Firmware (&) = Owner %1 o 81
7. Diagnostic & Histogramming (LB) ~ 8 M MasterLinkBoard @ Owner %0 D1 81
8. GTX and LpGBT transceiver (Xilinx) g v BB . N
9- GTX Fixed Latency data transmiSSion Unified Master Link Board firmware. The development tool is vivado 2017... - N o=
10 FEB Controller v % C Control Board GTX IBERT Test & @ Owner %o D3 81
11. Multi Boot Remote Programming 0 ¢ COERTonlybits & .. N
12. Ethernet LAN CB IBRET test 5.2G / 8G /10.24G - =
13' DDR3 interface contro"er []] c ?thIe%FI::elfczjieGlc[?e and the quality of the GTX ling, this code is developed.... * 0 2 months ago
14. Soft Error Mitigation Engine (SEM)

g c CBHIBERT 4'8(.3 El . . * 0 2 months ago
15_ Front Pa nel cOntrOIIer To test the noise figure and the guality of the GTX line, this code is developed.... b -
16. TTC CIOCk Recovery & Phase Shift v % U Unified Control Board Firmware (&) = Owner g (1 Br1
17. Jitter Cleaner (State Machine Controller) o
18. contrOI & DiagnOStiC (CB) o Unified Control Board firmware supports all types of commands (4/B/C). The .. * 0 2 months ago
19. Slow Controller Emulator (SCE)
20. GBT-FPGA for the Control Board AT ——————

. II | y ’

21. Triple Modular Redundancy (TMR) Collaboration Meeting, 19 June 2024 e




CMS

. Summary

* Progress of the Link System Project is well advanced, and Prototypes are finalized.

* Each Board consumes 12 W. Still, there is room for power consumption reduction.

* The latest version of firmware is available on the RPC repository.

* The irradiation test of the Link System is completed, and the results are satisfactory.
* The electronics meet the HL-LHC radiation condition with high safety factors.

* No permanent damage nor performance degradation appeared on the electronics.

 Number of failures per board for 10 HL-LHC years is 24.5, which means 122.5-sec
dead time over 10 HL-LHC years. The overall dead time for full system is 168560-sec.

* This number even would be better by using redundant links.

* The project schedule is protected with well enough floating time.
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CMS

Link Board

14 Layers PCB — FR4

96 Input Channels. 15 kV ESD protected.

Twenty-four output channels to inject a signal in the
FEB(s) for calibration, a test of the flat cables and

connectors.

Detector Diagnostic and monitoring:

a. Full/Adjustable window Histograms
b. RPC Data logging
¢. Timing Histogram

Muon Hit time information with a time resolution of

1.5 ns.

Collects 42 hits per Bunch Crossing without any

buffer overflow and data loss.

Transmit 18 hits per Bunch, Crossing to the L1T

through a 10 G optical Link.

Behzad Boghrati, CMS RPC Link System, 2nd DRD1
Collaboration Meeting, 19 June 2024
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Compact Muon Solencid

New Link Board Hardware Architecture

IRM

* The design specifications and components:
1. FPGAs are KINTEX7, XC7K160T-2FFG676I. | seaz,ses] | ‘
o imdimtone FPGA Re-configuration and Status VCCs ' 3.85V Power Protection (2.85 V)
2. Fully support 10.3 Gbps data transmission. FPGA Chip is ‘_‘:;SDebug et | —
equipped with a heat sink. 5 2 e protecion 2

3. High-resolution TDCs (at the steps of 1.56 ns) implemented into st uART_sura Mester Power ENABLE

66 MHz

. [
the KlnteX7 FPGA Eﬂ:l-ir\rrm QsPIBus I BANK14 BANK12

RGMII (2.5v) (3.3v) h
4. Two Redundant optical data transmission lines at the data rate . |
LVDS-2-
Of 10.24 Gbps SFP CNT (12€) SFP CNT {12C) | BANKI3 SINGLE -SIGR:;L';E& )

BGo

S15324 CNT (12C) A (3.3v)
5 Ethe' net Iink I°| the dEbU i g d b |d J IAG I I I i cnfie) | BE?’Z%S
. ggln an On Oa p Og amme 200 MHz Cout ;JC

E C . RPC TEST
6. 256 M x 40 bits of SORAM-DDR3 for data buffering and e KINTEX 7 el IR
debugging (16 GHa
160 MHz. MGTX Ll
7. Data transmission with adjacent slave link boards through the sco Y N i 1 oaas || e
SAMTEC back-plane type connector with a bandwidth of 16 GHz e, T e . |
3 out 1. = (1.8v)
and front panel PCB board. S el
p ‘_;' 'Eaf;ui BANK32/33 Ssg::‘
8. Radiation Mitigation is based on Triple Modular Redundancy P CONTROL BUS (IVDS. 10 bits) a0 (v 256M x40 its
g Wer _ .
(TMR) techniques and Soft Error Mitigation (SEM) IP core from A v e
s o FPGA INIT. STATUS i SEm Configuration
Xlllnx. 2 FPGADONESTATUS Baat Logic Configuration
B FAULT JTAG_SMT3 g—p Icap Memary
. ; M i FRAME ECC
9. Voltage Regulators selected from low dropout linear regulator F | Jmac Enasie |
families have already been tested under radiation. REMOTE_JTAG_8US el pe
(128 Mb)




cvs. Hardware Prototype of New Link Board(V2.r0)

External SPI External LV Linear Power-up

FLASH ADC Regulator Units Sequencing

Front Panel =
LED Indicators e,
()
USB JTAG/UART E
Ethernet 1G E
= ~
SFP+ (10G) | § %)
— Q)
SFP+ (10G) | =K E
GTX BUS ™
>
A B < g
Low speed o il Y gl = ~
g .Qr% afrs L3 . oy =1 % <
BUS SO SN ST R A =
e T S (7
¢ — i

| Clock 256 M x 40 bits || KINTEX-7 LVDS-LVCMOS

Jitter Cleaner Distribution Unit || DDR3 (XC7K160T-2l) || Converters LV Protection | _, o

Behzad Boghrati, CMS RPC Link System, 2nd DRD1 Collaboration Meeting, 19 June 2024



cMs.| Hardware Prototype of New Link Board (V2.r1) (€]

External SPI External LV Linear Power-up I:Im__k\_ﬂ
FLASH ADC Regulator Units Sequencing

Front Panel - . : 7 4 5 |

LED Indicators £ » List of modification on

Link Board

USB JTAG/UART
: BEE S - oalEy 8 . Using a proper size of
Ethernet 1G i W EEF s L heat sink
" 3 Resolve Power-up
SFP+(10G) | .1 SRt T el i TR I L L sequencing issue
Ay = & j : i f . Modify clock
SFP+ (106) s : distribution schema
GTX BUS . . Add a few SMAs
L . Remove user micro
T switch
i e 1 g & _ : . Add an extra Flash
Low speed ipd
M Vol V G o 3 ¥ & mfernor_y to make a SEU
o5 @ s mitigation very fast

| Clock 256 M x 40 bits || KINTEX-7 LVDS-LVCMOS
Jitter Cleaner Distribution Unit || DDR3 (XC7K160T-2I) || Converters LV Protection




cms | RPC data processing - RPC signal time tagging

LS — : SLBR- GBT Link
L W Timing Digitizer |__| Synchronization Unit

SLBL- GBT

\

Data Collector Data Collector Data Collector
MLB SLBR SLBL

CHn/Sub-BX/BCN CHn/Sub-BX/BCN CHn/Sub-BX/BCN

Idelay = Ap2

TTC TTC’

LpGBT-

Link (18

Apl hits/BX)

______________________________________________________________________________ Aggregation | ________| Transmission | ______
S Multi-channels Histogram f------------------ : R EELELEr Timing Histogram |[-------------- :
' valid Valid’ : : |
i CH1 CH1 ! ! Validg,,, —* Hits/BX i
- 96-Counter 32-bit 96-Counter 32-bit ! | - FIFO Timing !
' . . . ! . 96-Single . I
! Full Window Adjustable Window ! | Histogram !
I ! . Input Adder . I
: Valid Valid’ ] | 7-bits x 128-BX :
! CH96 CH96 [ L Valid. e — i
1 : : CH96 :
0 1 : 1
: TTC’ - - : - ‘ :
| Time Base Time Base : ! TTC’ |
D e : L e il
Behzad Boghrati, CMS RPC Link System, 2nd DRD1 33/32
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cms | RPC data processing - RPC signal time tagging

s SLBR- GBT L
A e Timing Digitizer |__| Synchronization Unit

\

Data Collector Data Collector Data Collector
MLB SLBR SLBL

CHn/Sub-BX/BCN CHn/Sub-BX/BCN CHn/Sub-BX/BCN

Idelay = Ap2

TTC TTC’
LpGBT-
Link (18
Agl BCO hits/BX)
______________________________________________________________________________ Aggregation | _________| Transmission | ______
B 96-Channels Data logging |~~~ =----o Artificial Pattern Generator [-------------

1

1

1

! Bus0_CHO ... CH3
i FIFO Dummy Hits/BX | 65 =25 = P
! Timing

: START Profile

:

1

1

1

1

1

1

1

1

Sub-BX/Valid CHO - Sub-BX/Valid CH95

START

— , 24-bits x Bus5 CHO ... CH3

128-BX Dummy Hits/BX | o= 055 Pin

—

1

1

1

1

1

1

1

1

1

1

1

: START
1

1

1

1

1

: TTC’ TTC
1
1
1

Behzad Boghrati, CMS RPC Link System, 2nd DRD1
Collaboration Meeting, 19 June 2024



M RPC Phase-2 Upgrade Architecture and Layer-1

- Link System Card Pack

Hits TDC data
GBT:4.8Gb/s

Hits TDC data

DT hits IpGBT:10.24Gb/s

2 5
(r]

3
EEL

SUPI;P;: ri)l.{l - Clusters C;I:;L’Ers
BMTF OMTF EMTEF
SLB: SI Link Board Link System Front Panel
. vldve LIn oar

MLB: Master Link Board
CB: Control Board

B/O/E MTF: Barrel/ Overlap/ Endcap Muon Track Finder

Behzad Boghrati, CMS RPC Link System, 2nd DRD1 35/32
Collaboration Meeting, 19 June 2024



“M> RPC LB Link structure @

IRM

e Latency

« RPC + Cable =9 BX, - iRPC

+ LB =11-20 BX, e

+ Fiber 110m = 22 BX. ﬁ_J’ s T s
*Optics o e e pomiosic Y

- Standard Short Range 10G-SR-SFP+. Jkee I :

* Fibertype=OM4. ] TTTTTTTITpmO e '
 Protocols (low-level data) o e IS

» Optical encoding (bits) = FEC 5.
« General Frame specs e o

* Size = 256 bits
« Header = 2 bit.
 FEC5 = 20 bit.
« User data = 234 bit.

Behzad Boghrati, CMS RPC Link System, 2nd DRD1

2
Collaboration Meeting, 19 June 2024 36/3



CMS

RPC Link structure in the Barrel @

IRM

* The link between RPC to BMT-L1

* one-way direction.

+ Total number of Links = 300. 13 o
« Number of links per sector = 5. M stp GRT SR
« The link bandwidth = 10.24 Gbps. GBT:1024G1is

- Data transmission Protocol = LpGBT. wchden | _ Jwe I

 Firmware = Customized version of LpGBT-FPGA. | 4] ~77000  mopmommmmmpeememmg e

» Type of data synchronization = Asynchronous. . — YDAQ
» Type of FEC = FEC 5. Sup s clusers
¢ ObjeCt BMTF OMTF EMTF
* Object name = hit.
» Object size = 11 bits.
* Object fields name = Fired Strip number (7 bits), Sub-BX (4 bits)
Behzad Boghrati, CMS RPC Link System, 2nd DRD1 37/32
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“*27| RPC Link structure in the Endcap D

IRM

 The link between MLB to RECF

iRPC
* one-way direction. FEB
« Total number of Links = 192. e

GBT:4.8Gb/s

* The link bandwidth = 10.24 Gbps.
« Data transmission Protocol = LpGBT.
« Firmware = Customized version of LpGBT-FPGA.

1

iRPC i
Backend :
|

« Type of data synchronization = Asynchronous. s

« Type of FEC = FEC 5. | — - DA
* Object

* Object name = hit. BMTF OMTF EMTF

* Object size = 11 bits.
* Obiject fields name = Fired Strip number (7 bits), Sub-BX (4 bits)

Behzad Boghrati, CMS RPC Link System, 2nd DRD1

2
Collaboration Meeting, 19 June 2024 i



“¥> The RPC Data Payload to Layer-1

IRM

* Payload on the Barrel e
 Maximum payload per Link = 0.811 Gbps -

 Maximum Payload per Sector = 4.055 Gbps GBT:4.8Ghis
* Maximum Payload in Barrel = 243.3 Gbps ?g;;};‘;jgg,

* Payload on the Endcap e |
¢ Maximum payload per Link=0.546 Gbps T T T o
¢ Maximum Payload in Endcap = 104.8 Gbps — - 0
* Fiber Mapping p" o
* The same as present Link System BMTE OMTE EMTE
Behzad Boghrati, CMS RPC Link System, 2nd DRD1 39/32
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CMS,

RPC Link System for Phase-2

Compact Muan Solenaid

* Transceiver Architecture

UP LINK DATAPATH

Drans( 20320
Scrambler 51 150 & Sera.(101:68) - - Intesleaver DATA | |1 c o st
Data_In (203:0) L . R5(15,13) _LINK_TX_DataPath(25 .._.
e e i

150 & Sera (136:183) - . — >
" . R5(15,13)

Process with
- | 160MHz
Scrambler RS Encoder |
8 v : : I
Scrambler 51 4‘]"“.““ = | Rs[15,13) Interleaver |
Jim&kn..m.:!-ii ll[:l!i.l.l} | GTX
I

4 FRAME(63:0)

EE.—\RBL).‘(_TJC —_—— IX

FECAT:0}

seramblerst L0 & Sorn- (1601300 | RmS(15,13) T | TX_HEADERDSS:252) | Transmitter —(ﬁl.z-!-ﬁb]'-l&)
Serambler 51 Scrambled(303:0)  [1FB0 & Sm.L:UJ:]'-‘;; T :
|
|
i |
DeScrambler RS _Decoder |
Soramblar 51 RS(15,13) s R Delnterleaver KX HEADERGEERED :
I I I 1504 Dt JOATECI1S ) S RY
9 . = 15 E0A D190 SNATTCTR: 18] Interleaver_DATA - . Y FRAME({63:0) 1 f— -
Data_Out (203:0) Scrambler 51 st e RS(15,13) uw:‘ww “Idp:c“m U LINK_RX DutaPach GEARdo_\_Rx S IBAMEG3:0)  Receiver (10.24Gbps)
Scrlmhllr s - 18 S04 Dita{160: LA FEC(M1) Inttdaav!r_FEC — |
RS(15,13) — |
F = . LA b0E Dara 300 1 T0AFECa™aly
seramblerst Rs(1513) |
v In the scrambler avoiding long sequences of bits of the same level helps GTX distinguish each bit's

boundary.

<

Behzad Boghrati, CMS RPC Link System, 2nd DRD1

Collaboration Meeting, 19 June 2024

Using Reed-Solomon, by adding redundancy to each packet, will have the possibility to correct defects.
Using Interleaver by distributing defects in a frame makes FEC more robust.
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CMS, |

Total Number of CBs, MLBs, SLBs in Barrel
Required Optical Links for Link System Phase-2 Upgrade

P

D,

IRM

3 3 3 ] 3 3 3 3 5 ] ] 5 60 60

5 5 5 5 3 5 5 5 5 5 5 5 60 60

REO 96 12 5 5 5 5 5 5 5 5 5 5 5 5 60 60

RBE-1 96 12 5 5 5 5 5 5 5 5 5 5 5 5 60 60

RB-2 96 12 5 5 3 ] 3 5 5 3 5 ] ] 5 60 60
430

Isennisenn] MLB OUTPUTS

10
11

12 |RB+2 96 12 B B 8 10 8 B B 8 8 10 8 8 100
12 |[RE+1 96 12 8 8 8 10 8 8 8 8 8 10 8 8 100
14 |RBO 96 12 B B 8 10 B B B B 8 10 8 8 100
15 |[RE-1 96 12 B B 8 10 8 B B 8 8 10 8 8 100
16 |[RB-2 96 12 8 8 8 10 8 8 8 8 8 10 8 8 100
17 500

18
19 _

20 |RB+2 96 12 2 2 2 2 2 2 2 2 2 2 2 2 24 24
21 [RB+1 96 12 2 2 2 2 2 2 2 2 2 2 2 2 24 24
22 RBO 96 12 2 2 2 2 2 2 2 2 2 2 2 2 24 24
23 |[RB-1 96 12 2 2 2 2 2 2 2 2 2 2 2 2 24 24
24 |RB-2 96 12 2 2 2 2 2 2 2 2 2 2 2 2 24 24
s s CB Control Link

Behzad Boghrati, CMS RPC Link System, 2nd DRD1
Collaboration Meeting, 19 June 2024
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Total Number of CBs, MLBs, SLBs in Endcap

24
24
24
24
24
24
24
24

| MLB OUTPUTS

2

2

2

2

2

2

2

2

2

2

2

2

12

12

12

12

12

12

12

12

72
72
72
72
72
72
72
72

376

FIOUSIOS VBTN

RE+4

RE+3

33
34
35
36
37
38
39
40
41

RE+2

RE+1

RE-1

RE-2

RE-3

RE-4

42
43

12

12

12

12

12

72
72
72
72
72

RE+1

RE+3

44
45

RE+2

45
47
48
49
30
31
52

RE+1

RE-1

RE-2

RE-3

RE-4

54
55
36
57
58
39
60
61

12
12
12
12
12
12

EZ s CB Control Link

[ WA |
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RE-2
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RE-4
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M>’' RPC data processing — Time-Stamping @

IRM

* RPC signals time-Stamping on RPC hits
* Time-to-Digital Converter (TDC)
* In TDC the first stage is the Input Serial/De-serial (ISERDES) DIGITIZAER unit.
* It needs four Clocks, four times higher than the reference clock (Bunch Crossing). Take four samples on every
qguarter of the reference Clock
* ISERDES is a hardware built-in component inside the FPGA
* The main function of ISERDES is to serialize the RPC input signal at the specific sampling rate
e The output of the ISERDES is four bits code

1 [
_ RPC Input . : I |
CLK160 (90°) ) ! :
CLK160 (90) Bunch Crossing (LK40 I | :

e 1

CLK160 CLK160 :

Y A A I
CLK160 Sub-gtr.1 '

o |‘ 1 I A | |
ISERDES  CLK160 (90°) Sub-gtr2 ]
A > p q a1 I
output  ZrRT60 | sub-qtr3 | . g~ )

. XXXX D A 4 A
| - l
RPCsignal |SERDES |:> CLK160 (90) | sifqud | : l
(oversampling) v I
ISERDES output = 1110 i
N
ISERDES output = 1010 M
SRS 4 ISERDES output = 1111 v
ISERDES output =1000 ¢ |seRpES output = 1111 ISERDES output = 1111

ISERDES output = 0000



CMS

CLK160 (90°)

CLK160 (90°)

CLK160 CLK160

RPC signal ISERDES

(oversampling)

e Other TDC stages:

1.

unHWN

Five-stage 4-bit shift
register

16-bit Concatenation
Encoder 16-to-4 bits
One bit data valid
The TDC output
contains 4-bit hit
information and a
new event signal

RPC data processing — Time-Stamping

CLK160

4 bit reg 4 bit reg

Five-stage Four-bit Shift Register

4 bit reg 4 bit reg 4 bit reg

Encoder Input

"1111111111111111"
"1111111111111110"
"1111111111111010"
"1111111111111000"
"1111111111110000"
"1111111111100000"
"1111111110100000"
"1111111110000000"
"1111111100000000"
"1111111000000000"
"1111101000000000"
"1111100000000000"
"1111000000000000"
"1110000000000000"
"1010000000000000"
"1000000000000000"
"0000000000000000"

16 bit reg

16:4 LUT  Encoder

Data valid l_l

Pos edg
detector

TDC time

4 bit reg

New event TDC output

CLK40

Encoder Output

"10000"
"10001"
"10010"
"10011“
"10100"
"10101"
"10110"
"10111"
"11000"
"11001"
"11010"
"11011"
"11100"
"11101"
"11110"
"11111"
"00000"



“¥®| Time-Stamping — FPGA Implementation

 Time-Stamping stages in FPGA:

1. MMCM generate four-phase shifted clocks at frequency of 160 MHz
2. Time-to-Digital Converter, fine-time measurement.
3. Bunch Crossing Counter is implemented by a 15-bit Counter, coarse time measurement.
4. TTC Clock Latency and RPC signal propagation delay are compensated by the Latency
Compensation unit.
s MMCM TDC
+]
clk_40 clk_40
clk_160_0 ck_160_0
. clk_in_n clk_160_90 clk_160_80 new_event
:t_::_n B clk_in_p clk_160_180 clk_160_180 tdc_out[3:0]
P clk_160_270 clk_160_270
locked isds_in
— Latency Compensator
l tdc
isds_in_IBUF _inst bx_value[14:0]
isds_in D ! D © - clic 40 comp_tde_vald D new_event
IBUF tde_valid comp_tdc_value[18:0] l::v_a uel14:
= tdc_wvalue[3:0] 30 I DD ::it:io:t[SE: ’
glb_rst D be_reset be_value[14:0] latency_compensator
N clk_40
bynch_counter ocke inst
Bunch Crossing Counter T —_—
L/
OBUF
Behzad Boghrati, CMS RPC Link System, 2nd DRD1 45
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Compact Muan Solenaid

Time-Stamping — TDC Transfer Function

_| e ouz0) NEW EVENT

tdc_out[3:0]

mmem_ing
a BUFG_1 -
[N
E;U/' | MMCME2_ADV_inst
el inn [ CLKFBOUT BUFG_40
ok inp cikreouts | 2 L
cli_in_n CLKFBIN cLkresTopPeD | “Bure
alk in_p | IBUFDS_inst L cLanser cLemsToppep [°
*‘ o cun cxouto ur o0 0 st
1BUFDS cLianz cLkouTos | e —
— paooREN) cLxouTt
+— DCLK CLKOUTIB *‘ BUFG_160_90
+—— DEN CLKOUT2 ol 1on_90
{—— oipsa cLkouTzB
| pwe cLxouts |
— pscik cukourss | clk_160_180
+—— PSEN CLKOouT4 Lo —
{—| psinCOEC cucouts |
| PWROWN ciouts |
- corsor | clk_160_270
DRODY e
locked
LOGKED
pSDONE |
MMCME2_ADV
mem
(- ] iserdes_readout_ins
clk_40
clk_160_0 | olk_40 new_event
isds_data_1_reg[3.0] —
iserdes_ins -
(-] isds_data[3:0] s @
ISERDESEZ_inst
—lgl — BITSLIP
—ch 160_180 | | cer RIL_REG
Sk M0 270 cEz Jserdes_readout
isds_in ch_0 o o [
isds_rst clk_90 || cike a1 0
o I cven az : isds_out[3:0]
ok 270 +— CLKDIVP Q3 2 - '
o Q4 2
isds_in L | oouy as LF
t— pvncLkoivsEL s
t—— DYNCLKSEL ar |
oCLK ag
oclke  sHIFTouTT ¢
t— oFe suiFTouT2 |
+— RST
t— SHIFTINT
t—— SHIFTINZ
ISERDESEZ
il_defaulllib_isardes
TDC

Sub-BX (#)

15

14

13

12

"

10

TDC Function

—Ideal

= = =Skew1
- - - Skew2
=Skew3
- - - Skew4

Offset Error=1.5~3 ns

25 5.0 7.5

0

12.5 15.0 17.5 20.0 225

Bunch Crossing Period (ns)

Behzad Boghrati, CMS RPC Link System, 2nd DRD1

Collaboration Meeting, 19 June 2024
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CMS

Compact Muan Solenaid

Time-Stamping — TDC Transfer Function

isds_rst [ be latency_compensator_ins
+ +
lb_rst > be_resat B be_valua[14:0] b value]14 0] B
g ok_40 ok 40 comp_tde_valid D> new event
tde_valid comp_tde walua[18:0 .
bunch_cournter p—— - ] be wvalue[14:0]
mmem_ins RLLIED tde_out[3:0]
X 40 latency_compensator
ok
ok 1600 e o1 locked_OBUF_inst
L 1 - | a
dlicinn [ clk_in_n clk_160_90 iserdes_readout_ins & > locked
ck inp [ ck_in_p clk_160_180 K 40 o OBUF
clk_¢ Clk_d
i;;:o_ﬂo clk_160_0 clk_160_0 naw_avant naw_avant
ck_160_90 isds data]3:0] tee_outf3:0] teke_out]3:0]
mmcm clk_160_180 T M isds_in
isds_in_IBUF _inst clk_1§0_2]'.0 iserdes_readout
isds in D 1 D [s] isds in clk_0
eds 1ot — clk_90
o idelay_ins clk_180 isds_oul]3:0]
clk_270
s -
idly_ca . izds in
Al Ehetl xil_defaullib_iserdes
idly_in _idly_laady ne
idly_resat _idly_valua_ou![4:0] ne
idly_valua_in[4 0]
tde_idelay

tde

Offset Error < 50 ps

Behzad Boghrati, CMS RPC Link System, 2nd DRD1 47
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“®| Time-Stamping — Validation

Clk_80 TDC
Clk 40 Clk_320 locked Reset )
JOI abit| |SERDES | 4bit L
- -
New I ” readout G |SERDES IDELAY s
MMCM Event
l l l l 15 bit BX
Clk_160_90 Clk_160_270 < ” -
Clk_160_0 Clk_160_170 19 bit ounter
Time Compensator
P Test Pulse Generator
Write En ] 19 bit |, State o OSERDES 1bit
Machine !
State Machine:
-: BX Value TDC Value If BX counter=500 then OSDS_in = “111111111111111"

Else If BX counter=1500 then OSDS_in =“111111111111110"
Else If BX counter=2500 then OSDS_in =“111111111111100”

Behzad Boghrati, CMS RPC Link System, 2nd DRD1
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Time-Stamping — Validation

115,9%6. 300 ns

120,095,764 ns
120,020 ns 170,040 ns 120,050 ns 120,060 ns 120,070 ns 120,080 ns 120,090 ms 0,100 ns 120,110 ns 120,120 ns
| ||||||||||||||||||||||||||||||||||||||||||||||||||||||||I||

Name s 120,000 ns 120,010 ns 120,020 ns
L1l || Ll || Ll || I A L1110

o locked l | TDC CIk 160 MHZ
4 in_p | I | | i I |
dokinn I T O I I I LTl L 1]

8 isds_rst

o glb_rst

o tb_glb_rst

o tb_clk_40
4 th_counter 4400 X 440l 4402 440f3 X 4404 X 440)

4 sub_bx_counter 1900995339300 9300 00003308330 9300 3300301939909 9300000033393308600 3909.3:013333 000000
§ isds_in S TDC Output

4 tdc_in |

4 idy_in RPC Input [ Sub-BX
il idly_out moment |

o new_event
> M tdc_out[3:0]
g tdc_time
> M be_value[14:0] 4394 X:'

e bc_val_integer 4394 *

14 diy_time 8800 ps 8700 ps 5800 ps

> W NLW_IDEL...TED[40] TDC Outp‘ut BX

-959.464 n=s

-100 ns




Y7 Maximum Expected Event payload in the Barrel g@
* Expected Max hit rate in Barrel in HL-LHC , safety factor 3: 600 cm=2. s! CMS Preliminary 5x10% cm2-s1 (13 TeV)
. . 3 = 1 RB1 RPC Barrel
« Biggest Strip surface area : 120 x 3 cm? s F Egg Entries s07.0
cca B % RB4 Max 194.13
* Average cluster size: - x F
O 102
* Number of Strip per chamber : 96 5 E
- Max Single hit in one LB per BX : 600 x (120 x 3) x 96 x 25 X 10= 0.52 hit /LB x bx & b
* One Link covers three Link Boards < 10 =
* Max Single hit on Link per bx : 0.52 x 3 =1.56 hit /Link . BX f
* Size of hit: 13 bits/hit (Yellow box) z
1=
* MLB Max. Event Payload: 13 bits/hit x 1.56 hits/Link . BX = 20.28 bits /Link . BX = - P 1 ﬂ , n . I]”“][I L
1 10 10?
. = 20.28 x 40 x 10° bit/s = 0.811 X 10° bit/s Extrapolated RPC rate from 2017 data [Hz/cm?]

* Total number of link in the Barrel : 300
» Total number of event payload in the Barrel : 6084 bits /BX = 760.5 Byte /BX
« Maximum throughput: 20.28 x 300 x 40 x 10° bit/s

Hea No.

=0.24336 x 102 bit/s ders  swip S

FEC  (1..96)

One Event = Size of the data corresponding to one bunch crossing

Behzad Boghrati, CMS RPC Link System, 2nd DRD1 50
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CMS

* Expected Max hit rate in Endcap in HL-LHC, safety factor 3: 700 cm2. s!
» Biggest Strip surface area: 66 x 3.125 cm?
* Average cluster size: -

* Number of Strip per chamber : 96

* Max Single hitin one LB per BX: 700 x (66 x 3.125) x 96 x 25 x 10° =0.35 hit /LB.

* One Link covers three Link Boards

* Max Single hit on Link per bx : 0.35 x 3 =1.05 hit /Link . BX

 Size of hit: 13 bits/hit (Yellow box)

* MLB Max. Event Payload: 13 bits/hit x 1.05 hits/Link . BX = 13.65 bit / Link . BX
= 13.65 X 40 x 10° bit/s = 0.546 x 10? bit/s

* Total number of link in the Endcap : 192

* Total number of event payload in the Endcap = 2620 bit/BX = 327 Byte/BX

« Maximum throughput = 13.65 x 192 x 40 x 10° bit/s

Hea

=0.1048 x 1012 bit/s der+  Strip T

(1..96)

FEC

One Event = Size of the data corresponding to one bunch crossing

' Maximum Expected Event payload in the Endcap

CMS Ppreliminary 5x10% cm=2-s1 (13 TeV)
= —— RE+1 RPC End
— RE+2 Entries mee 562.0
‘ ’ == M 56.6
i = EEES{ M::n 218.52

102

BX

Number of Link-Boards

ey
o

HH‘

1 i il i T S [I

10 10?
Extrapolated RPC rate from 2016 data [Hz/cm?]

=

No. Sub-
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CMS
| Radiation Consideration

Absorbed dose at balconies

12—

* The Link system will be installed on the Balcony of CMS, where the § [ CMSPLUKASimulation oo .,
rates are even lower than what we have at the periphery of the § " Phase2geomety 4 3000t .o
detector. T "‘A.-f.:

* Total Irradiation Dose at most is 10 Gy @ 3000fb™* s . .:.““A“

* Neutron Flux at the CMS Balcony is 1x10% cm2s! @5 x 1034 cm™2s v . ".; “..:

* Neutron Fluence for 10 HL-LHC years is 8x10*! cm™ :gmf-. w &WA»‘ B AI o

* The new Link board components has been chosen from COTS which are UCMSFLUK:SZMW-S-T-Z;EO o Zlom)
validated for radiation at the level of 300 Gy y Neutron fiuence at balcories

* The FPGA TID KINTEX-7 (XC7K160T) is 3400-4500 Gy E CMS-FLUKA Simulation 2" iy~ aowsy Pt

* Scrub Time of entire FPGA (Real time SEU detection and Correction) : 13ms g :zz_ Pfaifozi?ew *Eﬁii%‘f“}

T L 750 cm <R <800cm

* The Single Event upset (SEU) rate on configuration memoryis 1 SEU every 413
sec. and 1 SEU every 1695 sec. at Block RAM

 TMR and Configuration Scrubbing will mitigate the SEUs

i n [ . :
c[)mw , hzﬂgu' ‘400' . I‘G&G_ ‘#_0 %

CMS FLUKA Study v.3.7.20.0 Z [cm]
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tM> Radiation Consideration
Estimation of SEU on the KINTEX-7 XC7K160T

Configuration and BRAM Memories

* Number of Errors = 6,,,, % Flux x T, , x

irrd

Integrated Errors due to SEU at the | Integrated Errors due to SEU at the
* 6.ram = Cross section of the Single Event upset of each | Configuration Memory of KINTEX-7 | BLOCK RAM Memory of KINTEX-7

bit at the configuration Memory (cm? bit1) XC7K160T XC7K160T
* Flux = Number of Neutron pre squire centimeter per
second Flux=1x10%cm2s? Flux=1x10% cm2s?
. . ] Time of Exposure = 1 sec Time of Exposure = 1 sec
* T..4=Irradiation Time : . g _
Negam = 53,540,576 bits Nggram = 11,700,000 bits
= number of bits at the Configuration Memory Ecgam = 0.00242  at 1 second Egram = 0.00059  at 1 second
Ecram = 0.1452  at 1 minute Egram = 0.036  at 1 minute
Ecram = 8.712  at 1 hour Egram = 2:135  at 1 hour

1 SEU every 413 seconds 1 SEU every 1694 seconds

SEU EVENT SEU Time Interval (413 Second)
— —

SEU Time Interval >> Scrubbing time

Time (Second)

> <
Scrubbing time (13 ms)




CMS

RPC Link System- CHARM Irradiation result %%

Irradiation test: 12 Oct. — 1 Nov. 2022

[l

TID HeH M1k eV Thi POT DD/ TID Rfactor
3 (USER 16.1 Gy 5.35e+10cm™ -2.86e+07 cm™ 1.17e+llcm™ 1.44e+16 -L4%2+06 cm ™ Gy™'  2.1B0445
: (USER 16.9 Gy 4.8%9e+10 cm™ 2.20e+11cm™ 6.95e+10 cm™ 1.42e+16 1.30e+10 cm™Gy™"  2.033706
USER 17.9 Gy 5.05e+10 cm™ 2.90e+11cm™ 1.00e+11cm™ 1.46e+16 1.62e+10 cm™Gy™"  1.980232
54.0 Gy 1.53e+11cm™ 5.11e+11cm™ 3.17e+llcm™ 4.33e+16 9.74e+09 cm Gy~  2.067794

Behzad Boghrati, CMS RPC Link System, 2nd DRD1
Collaboration Meeting, 19 June 2024
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cvs | RPC Link System- Installation in Control Room at [
: | CHARM 1IPM

e Two Redundant readout

* In this setup two Control
Boards emulate the
Backend electronics
functionalities

Behzad Boghrati, CMS RPC Link System, 2nd DRD1

Collaboration Meeting, 19 June 2024 22



. Wall grid (Position GO) IEM

Behzad Boghrati, CMS RPC Link System, 2nd DRD1
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CHARM Preparation Area IPM

(dSeptember 2022: Dry-Run test for one week

A copy of Patch Panels A copy of Patch Panels
in the Control Room . I in the Irradiation Area

: ¥ -

Link Boards for Control Boards stay in
LV Cables Irradiation Test control room to read
(28 meter) data

Behzad Boghrati, CMS RPC Link System, 2nd DRD1

Collaboration Meeting, 19 June 2024 L
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~~ The CHARM Radiation Environment @

IRM

HEH flux (cm-2h-")

In the downstream
locations (10-13)
HEH fluxes of
~10°cm~h”
(roughly one year
In the LHC tunnel)
can be reached in
one hour

Behzad Boghrati, CMS RPC Link System, 2nd DRD1 58
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1 Muon Solencid

600

spill lasting roughly 350 ms, which is repeated every 10

1o
seconds. Although this would indeed be a pulsed beam for sool.
10-]2
Target storage zone 400~
1012
3001
Target BLM1 BLM2 3
= 200 L 10-]4
24 GeV/c 100 - 10715
proton beam
— e — - - ' OF 10718
Movable Dlll'[lp ~100 1 L 1 L L | 1 L
shieldings: = 100 0 100 200 300 400 500 600 700 800
1. Concrete o
2. Steel
m|
3. Steel i ma 600 1011
4. Concrete 12
co
500 - 1012
o
400 - 1018
) O
Optical mo _ 300+ 1014
Fibre 5
=
t'T‘Do Ga 200 - 1015
Standard.r.acksf test Addltlopal test 1001 1018
pOSltlDIlS locations
0F 1017
Fig. 1: Top view of FLUKA geometry of the CHARM test \
. . - 107"
area. Two BLMs are installed at 1 m above beam height, one 10 0 0 700 200 300 400 500 500 700 800
Z [em]

next to the target and one behind the movable shieldings. There

Behzad Boghrati, CMS RPC Link System, 2nd DRD1
Collaboration Meeting, 19 June 2024

The CHARM Radiation Environment

~of the mixed-field environment, is that of a quasi-uniform

TID [Gy/POT)

TID [Gy/POT)

D,

IRM

The simulated 2D TID
distribution at beam
height is shown for
two configurations:
CuO0O0O (top) and
CuCSSC (bottom).
Paper Link
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https://ieeexplore.ieee.org/document/9762483

> The CHARM Radiation Environment €D,

Target storage zone

TABLE I: Maximum and weekly
maximum integrated rates at
CHARM for the Total lonizing
Dose, and the thermal neutron

Target

24 GeV/c
proton beam

T T T == equivalent and high-energy
Movabl .
chieldings: hadron Fluences, obtained at the
1. Concret .
2 Steel R10 location based on FLUKA
3. Steel 0 5
4_ Concrete simulations.
_ Maximum Integrated Rate
Optical 1= Quantity Rate (per week)
Fibre . Total Ionizing Dose 2.70 Gy/h 360 Gy
GOo ¢
1 - Thermal neutron fluence 3 x106 ecm—2s—1 1.5 x1012 ¢cm—2
Standard racks/ test Additional test High-energy hadron fluence 1.5 x10% cm—2s—1 8 x10' cm—2
positions locations
Fig. 1: Top view of FLUKA geometry of the CHARM test
area. Two BLMs are installed at I m above beam height, one
next to the target and one behind the movable shieldings. There
Behzad Boghrati, CMS RPC Link System, 2nd DRD1 60
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