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  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 
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  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 
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Preliminary‣ Higher observed significance than estimated . 

‣ Starting to reach SM prediction. 

‣ Uncertainties are comparable between Belle and 
Belle II even though smaller dataset.  

‣ 5x improvement over previous best UL.

(1.2σ)

BELLE
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TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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 ℬ < 4.4 × 10−8

Fit projections on   and  Mbc C′ 

BDT

Expected 90 C.L.   4.4 × 10−8
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• B-hadrons decays:
• Light enough to be produced abundantly, but heavy (~ps) 

enough to have many decays
• Predictions for SM observables are well-known

• One of the main missions of B-factories and LHCb is to 
perform searches for new physics (NP) in rare decays

• Rare decays searches can allow to access the particle of 
higher energy than direct searches

     Slavomira Stefkova, slavomira.stefkova@kit.edu                                                                                 APS April meeting 2024, Sacramento
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!
!

-hadrons decays: 
Light enough to be produced abundantly,                                           
but heavy enough to have many decays 
Predictions for SM observables are well-known 

One of the main missions of -factories is to perform                                

searches for new physics (NP) in rare  decays,,w 

Rare  decay: branching fraction  
   only less then  5 in 100000 -hadron decays in this way                                  
cannot be fully reconstructed  have missing energy  

B

B
B

B ℬ(B → decay products) < 5 × 10−5

→ B
→

• Rare B decays:  branching fraction (B  decay products) < ℬ → 10−5

Chandiprasad.kar@cern.ch
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• Rare B-decays:
• Flavour Changing Neutral Currents (FCNC):  and 

• Proceed at the loop-level  very suppressed in the SM
• Low BF’s due to CKM and GIM suppression
•  suppressed lepton flavour violating

decays
• Helicity suppressed in purely leptonic decays

• Very sensitive to NP since SM contribution is small!

q → q′￼γ q → q′￼ℓ+ℓ−

→

m2
ν /m2

W
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Rare -decays: 
GIM suppressed flavour changing neutral currents      

    
forbidden at tree level, allowed at loop level 
electroweak decays, radiative electroweak decays 

  suppressed lepton flavour violating decays 
Helicity suppressed purely leptonic decays 

B

→ b → s/d(γ)

m2
ν /M2

W

qq

ν̄/ℓ+

ν/ℓ−
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  suppressed lepton flavour violating decays 
Helicity suppressed purely leptonic decays 

B
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GF

2
VtbV*ts ∑

i

(Ci𝒪i + C′￼
i𝒪′￼

i)

Effective hamiltonian described as operator product 
expansion,  being the Wilson coefficients, that encode 
the short-distance physics, and  the corresponding 
operators

Ci
𝒪i

Right handed 
part

C(′￼)
i = CSM

i + CNP
i

Rare decays of b hadron in a nutshell

Radiative SemileptonicLeptonic

27/04/15 M. Borsato - LAL 4

non-hadronic b decays

leptonic

semileptonic

radiative

dipole (e.m. penguin) V-A (EW penguin) scalar, pseudo-scalar

27/04/15 M. Borsato - LAL 4

non-hadronic b decays

leptonic

semileptonic

radiative

dipole (e.m. penguin) V-A (EW penguin) scalar, pseudo-scalar

27/04/15 M. Borsato - LAL 4

non-hadronic b decays

leptonic

semileptonic

radiative

dipole (e.m. penguin) V-A (EW penguin) scalar, pseudo-scalar

‣ Test Left/Right 
handed components 
modifiers  
 

‣ Test lepton families 
dependent modifiers 

C/C′ 

C(′ )
ℓ /C(′ )

ℓ′ 

Goal(s):

63Workshop on HL-LHC and Hadron CollidersRenato Quagliani

Backup

Left handed 
part

Chandiprasad.kar@cern.ch
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Lower than SM predictions
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• Varying cleanliness of the observables in  decays 

• Hadronic form factors and charm loops ( ) affect predictions
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q2 = m(ℓ+ℓ−)2

Table 1: Di↵erential dB(B0
s ! �µ+µ�)/dq2 branching fraction, both relative to the normalization

mode and absolute, in intervals of q2. The uncertainties are, in order, statistical, systematic,
and due to the uncertainty on the branching fraction of the normalization mode.

q2 interval dB(B0
s ! �µ+µ�)/B(B0

s ! J/ �)dq2 dB(B0
s ! �µ+µ�)/dq2

[ GeV2/c4] [10�5GeV�2c4] [10�8GeV�2c4]

0.1–0.98 7.61± 0.52± 0.12 7.74± 0.53± 0.12± 0.37

1.1–2.5 3.09± 0.29± 0.07 3.15± 0.29± 0.07± 0.15

2.5–4.0 2.30± 0.25± 0.05 2.34± 0.26± 0.05± 0.11

4.0–6.0 3.05± 0.24± 0.06 3.11± 0.24± 0.06± 0.15

6.0–8.0 3.10± 0.23± 0.06 3.15± 0.24± 0.06± 0.15

11.0–12.5 4.69± 0.30± 0.07 4.78± 0.30± 0.08± 0.23

15.0–17.0 5.15± 0.28± 0.10 5.25± 0.29± 0.10± 0.25

17.0–19.0 4.12± 0.29± 0.12 4.19± 0.29± 0.12± 0.20

1.1–6.0 2.83± 0.15± 0.05 2.88± 0.15± 0.05± 0.14

15.0–19.0 4.55± 0.20± 0.11 4.63± 0.20± 0.11± 0.22
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Figure 2: Di↵erential branching fraction dB(B0
s ! �µ+µ�)/dq2, overlaid with SM predictions

using Light Cone Sum Rules [33, 35, 38] at low q2 and Lattice calculations [36, 37] at high q2.
The results from the LHCb 3 fb�1 analysis [1, 30] are shown with gray markers.

from Ref. [33] and Ref. [34]. The resulting branching fractions are

B(B0
s ! �µ+µ�)

B(B0
s ! J/ �)

= (8.00± 0.21± 0.16± 0.03)⇥ 10�4 ,

B(B0
s ! �µ+µ�) = (8.14± 0.21± 0.16± 0.03± 0.39)⇥ 10�7,

where the uncertainties are, in order, statistical, systematic, from the extrapolation to the
full q2 region, and for the absolute branching fraction, from the branching fraction of the
normalization mode.
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Angular observables Universality tests

• Several anomalies or common issue related to form factors/  loop are seen in 
• Explore new final states of , new radiative modes, or search for forbidden decays

cc̄ b → sℓ+ℓ−

b → sℓ+ℓ−

Local tension in the P′￼
5

Phys. Rev. Lett. 127, 151801 

PRL 131 051803 (2023)

Increasing precision of the SM prediction

Experimental: simple extraction, 
good control of efficiencies 
through control modes
Theory: affected by hadronic 
uncertainties 

Experimental: complex  
extraction, need to control 
acceptance, many parameters 
of interests
Theory: first order cancellation 
of form-factors

Experimental: need to control 
 vs  efficiencies, very 

challenging
Theory: full cancellations in 
the SM

e± μ±

Branching fractions

Branching fractions: Angular observables Universality tests

B0 → K*0μ+μ−

B0
s → ϕμ+μ−

Chandiprasad.kar@cern.ch

https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.127.151801
https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.131.051803
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LHCb 
LHC (  collisions at 7,8,13 TeV) 

Forward-looking spectrometer 
Taking data since 2011 

Collected 9  data so far 
4x1012  pairs 

 (40%), (40%), (10%), 

 and -baryons (10%) 
Plan: 300   

pp

fb−1

bb̄
Bu Bd Bs

Bc b
fb−1

   Belle II  
SuperKEKB ( 7 GeV /4 GeV ) 

General purpose detector 
Taking data since 2019 

Collected 362  data in Run 1 
370 mil.  pairs 

Resumed data-taking this year       af 
     after ~ 1.5y long shut-down 

Plan: 50 

e− e+

fb−1

BB̄

ab−1

Belle 
KEKB ( 8 GeV / 3.5 GeV ) 

General purpose detector 
Took data from 1999-2010 

Collected 711  data 

770 mil.  pairs 

e− e+

fb−1

BB̄

• Accelerator: KEKB (Belle) and 
SuperKEKB (Belle II)

• General purpose detectors
• Period: 1999-2010 (Belle) / 2019-now 

(Belle II)
• 711  (Belle): 770 mil.  pairs
• 362  (Belle II): 370 mil.  pairs
• Plan: 50 

• Very clean environment
• Higher trigger efficiency
• Excellent charged ID
• Better with neutrals, similar sensitivity for 

 and 

fb−1 BB̄
fb−1 BB̄

ab−1

e μ

 collisions at 7, 8, 13 TeVpp

• Accelerator: LHC
• General purpose detectors
• Period: 2011-now
• Collected 165  (Run-1+2) data
• All species of B hadrons
• Plan: 3000 

• Very busy environment
• Low trigger efficiency
• Better with muons
• No charged ID

fb−1

fb−1

• Accelerator: LHC
• Forward-looking spectrometer for b 

and c meson studies
• Period: 2011-now
• Collected 9  (Run-1+2) data
• All species of B hadrons
• Plan: 300 

• Busy environment (but smaller than 
CMS)

• Low trigger efficiency
• Excellent charged ID
• Better with tracks 

fb−1

fb−1

2008 JINST 3 S08005
Chapter 2

The LHCb Detector

2.1 Detector layout

LHCb is a single-arm spectrometer with a forward angular coverage from approximately 10 mrad
to 300 (250) mrad in the bending (non-bending) plane. The choice of the detector geometry is
justified by the fact that at high energies both the b- and b-hadrons are predominantly produced in
the same forward or backward cone.

The layout of the LHCb spectrometer is shown in figure 2.1. The right-handed coordinate
system adopted has the z axis along the beam, and the y axis along the vertical.

Intersection Point 8 of the LHC, previously used by the DELPHI experiment during the LEP

Figure 2.1: View of the LHCb detector.

– 2 –

JINST 3(2008) S08005
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Figure 1: Schematic drawing of the CMS detector, from Ref. [11].

and the relevant kinematic variables, is reported in Ref. [1]. In the remaining part of this section,
the CMS detector components are briefly introduced.

In Section 2, the CMS solenoid magnet is described.

The inner tracking system (Section 3) is used to measure the trajectories of charged particles
produced in the collisions at the LHC. It is located in the innermost part of the CMS detector,
closest to the interaction point. Prior to the Phase 1 upgrade, the pixel detector had three barrel
layers and two disks in each endcap. In its current form, the pixel detector is composed of four
barrel layers and three disks of silicon sensors on each side of the interaction point, with a total
of 124 million readout channels. During LS2, the innermost barrel layer was replaced to ensure
optimal performance until the end of Run 3. The strip tracker comprises ten layers of silicon
strip sensors in the barrel, arranged in a cylindrical shape, and nine disks in the endcaps on
each side of the detector. The strip sensors are segmented into long, thin strips, which are used
to measure the trajectories of the particles and provide a hit resolution of 20 µm for charged
particles that cross the sensor perpendicularly. The tracker is designed to have excellent mo-
mentum resolution and tracking efficiency. It can detect and track particles with transverse
momentum pT as low as 50 MeV within the range |h| < 2.5. Tracks with a momentum around
100 GeV in the central region of the detector have an impact parameter resolution of about
10 µm, and a transverse momentum resolution near 1%.

The electromagnetic calorimeter (Section 4) is made of 75 848 lead tungstate (PbWO4) crystals:
61 200 crystals are located in the barrel (EB) and 7324 in each of the endcaps (EE) that provide
a pseudorapidity coverage of |h| < 3. The lead tungstate crystals have a depth of about 23 cm,
corresponding to about 25 radiation lengths X0. Preshower detectors, consisting of two planes

Belle II 
CMS LHCb

https://iopscience.iop.org/article/10.1088/1748-0221/3/08/S08004
https://cds.cern.ch/record/1129809/files/jinst8_08_s08005.pdf
https://arxiv.org/abs/1011.0352


Very selected results from rare B decays
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• Test for LFU with  decays [LHCb-PAPER-2024-032, in preparation]
• LFU test with  decays [CMS PAS BPH-23-001]
• Constraints on the photon polarisation in  transitions using  

decays [LHCb-PAPER-2024-030, in preparation]
• Angular analysis of  decays [LHCb-PAPER-2024-022, submitted to 

JHEP]
• Analysis of  decays [LHCb-PAPER-2024-024, submitted to JHEP]
• Evidence for  decays [Phys. Rev. D. 109,112006] 
• Search for the decay  using Belle and Belle II data [Phys. Rev. D 110, 

L031106]
• Search for  decays using Belle II data [In preparation]
• Search for  decays using Belle + Belle II data [In preparation]

• Search for  decays using LHCb data [Submitted to PRD, 2405.13103]

B0
s → ϕℓ+ℓ−

B+
c → J/ψℓ+ν

b → sγ B0
s → ϕe+e−

B0 → K*0e+e−

Λ0
b → pK−μ+μ−

B+ → K+νν̄
B0 → γγ

B0 → K*ττ
B0 → K0

S τ±ℓ∓

B0
s → ϕμ±τ∓

Other recent results not covered in this talk
• Analysis of local and nonlocal amplitudes in the  [Submitted to JHEP, 

arXiv:2405.17347] [see talk by Zahra]
• Amplitude analysis of the radiative decay  [JHEP08(2024)093]

• Search for  decays using LHCb data [Submitted to EPJC, 2409.17209]

• Test of lepton flavour universality with decays [LHCb-PAPER-2024-046, in 
preparation]

B0 → K*0μ+μ−

B0
s → K+K−γ

B*0
(s) → μ+μ−

B+ → K+π+π−ℓ+ℓ−
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  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 

11.0+6.5
−5.5 2.5σ

→

→

17

  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 
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Preliminary‣ Higher observed significance than estimated . 

‣ Starting to reach SM prediction. 

‣ Uncertainties are comparable between Belle and 
Belle II even though smaller dataset.  

‣ 5x improvement over previous best UL.

(1.2σ)

BELLE
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TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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Fit projections on   and  Mbc C′ 

BDT
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TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
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confidence level upper limit of 6.4⇥10�8 on the branching375
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LFU test with  decaysB0
s → ϕℓ+ℓ−

• FCNC  transition 

• First LFU test with  decays at LHCb 

using Run 1+2 (9 ) data 
• Measure 




• Most efficiency-related systematic uncertainties 
cancel in double ratio

b → s
B0

s → ϕℓ+ℓ−

 fb−1

ℛ−1
ϕ =

ℬ(B0
s → ϕe+e−)

ℬ(B0
s → ϕμ+μ−) / ℬ(B0

s → J/ψ(e+e−)ϕ)
ℬ(B0

s → J/ψ(μ+μ−)ϕ)

ℛ−1
ϕ =

N(ϕe+e−)
N(J/ψ(e+e−)ϕ)

.
N(J/ψ(μ+μ−)ϕ)

N(ϕμ+μ−)
.

ϵ(J/ψ(e+e−)ϕ)
ϵ(ϕe+e−)

.
ϵ(ϕμ+μ−)

ϵ(J/ψ(μ+μ−)ϕ)

• Experimentally

Simulated samplesExtended maximum likelihood fit

Sebastian Schmitt

Photo: S. Schmitt

ANALYSIS STRATEGY

• Measure  depending on  

• low- :  

• central- :  

• high- :   First time! 

• Measure  as blind double ratio: 

 

• Most efficiency-related systematic  
uncertainties cancel in double ratio

Rϕ q2 = m(ℓ+ℓ−)2

q2 0.1 < q2 < 1.1 GeV2/c4

q2 1.1 < q2 < 6.0 GeV2/c4

q2 15 < q2 < 19 GeV2/c4 ⇐

R−1
ϕ

R−1
ϕ =

ℬ (B0
s → ϕe+e−)

ℬ (B0s → ϕμ+μ−) /
ℬ (B0

s → ϕJ/ψ (e+e−))
ℬ (B0s → ϕJ/ψ (μ+μ−))

20

• Narrow  resonances from  and displaced secondary vertex

• Combinatorial and semi-leptonic backgrounds are suppressed by multivariate classifier

ϕ K+K−

q2 = m2
ℓℓ

New

LHCb-PAPER-2024-032

arXiv: 2410.13748 

Submitted to PRL

Chandiprasad.kar@cern.ch

https://arxiv.org/pdf/2410.13748


Appendices278

A Mass fits for B0
s ! �µ+µ�

decays279

Figure 3 shows the mass distributions of selected B0
s ! �µ+µ� candidates in the di↵erent q2280

bins. The significant di↵erence in mass resolution between B0
s ! �µ+µ� and B0

s ! �e+e�281

decays, where the latter is shown in Fig. 1 in the Letter, is due to bremsstrahlung from282

the e± and the imperfect nature of the bremsstrahlung recovery.283
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Figure 3: Mass distributions of selected B0
s ! �µ+µ� candidates in the (top left) low-, (top

right) central-, (bottom left) high-q2, and J/ bins. The data are summed over the three run
periods and are overlaid with the result of the fit described in the text.
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LFU test with  decaysB0
s → ϕℓ+ℓ−

Signal, combinatorial and mis ID backgrounds morphed by phase space for high-q2
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LFU test with  decaysB0
s → ϕℓ+ℓ−

• Signal, combinatorial and mis ID backgrounds morphed by phase space for high-
• Different from  modes, due to bremsstrahlung from  and imperfect nature 

of the brem. recovery.
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Figure 1: Mass distributions of selected B0
s ! �e+e� candidates in the (top left) low-, (top right)

central-, (bottom left) high-q2, and J/ bins. The data are summed over the three data-taking
periods and are overlaid with the result of the fit described in the text.

from fits to the candidate mass distribution with the `+`� mass constrained to the known186

mass of the J/ meson. This significantly improves the mass resolution on the B0
s ! J/ �187

samples but only changes the yields by 0.2%, confirming that the K+K�`+`� mass model188

gives an appropriate description of the data. The ratio of branching fractions between189

B0
s ! J/ (! µ+µ�)� and B0

s ! J/ (! e+e�)� decays, rJ/ , is determined from fits to190

the constrained masses, in bins of di↵erent kinematic variables, and found to be consistent191

with unity; the most significant variation is used to assign a systematic uncertainty on the192

measurement. The value of rJ/ for the combined data set is rJ/ = 0.997±0.013, where the193

uncertainty combines the statistical and a subset of the systematic uncertainties pertaining194

to the limited size of the calibration samples used in the data-simulation corrections. The195

double ratio R (2S), defined by replacing the signal mode B0
s ! �`+`� with the decay196

B0
s !  (2S)� in Eq. 1, is determined from fits to candidates with 11 < q2 < 15GeV2/c4.197

The double ratio is found to be R (2S) = 1.010 ± 0.026, consistent with the expectation of198

unity, where again the uncertainty combines statistical and systematic contributions. An199

independent test using � mesons from D+
s decays, that decay to e+e� and µ+µ�, shows200

that the lepton e�ciency is well understood even for lower momentum leptons [75].201

The di↵erent sources of systematic uncertainty on R�1
� considered in the analysis are202

summarised in Table 1. Sources of uncertainty on the e�ciencies, related to the finite size203

of the simulation and variations of the data-simulation corrections, impact R�1
� at the204

⇠ 1% level. Small variations of the decay model used in the simulation, accounting for205

the time dependence of the signal decay rate, have a minimal impact on R�1
� . Variations206

of the q2 resolution also impact the e�ciency calculation as simulated decays migrate into207

and out of the q2 bins used in the analysis. A systematic uncertainty on the q2-resolution208

5

central-q2low-q2

high-q2

J/ψ

Statistical 
significance: 6.8 σ Statistical 

significance: 5.4 σ

Statistical 
significance: 3.6 σ

Mass distribution of selected  candidatesB0
s → ϕe+e−
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LFU test with  decaysB0
s → ϕℓ+ℓ−

low-q2 central-q2 high-q2
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SM (flavio)

Figure 15: Measured R�1
� values compared to the SM predictions computed using flavio,

assuming a 1% uncertainty on the SM prediction [35]. The solid (partially transparent) errorbars
indicate the 1� (2�) confidence intervals.
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Figure 16: Di↵erential branching fraction of the B0
s ! �e+e� decay in bins of q2, compared with

measurements from B0
s ! �µ+µ� decays in Ref. [4] and SM predictions from flavio [77] using

form-factors calculated with light-cone sum-rule [6] and lattice QCD techniques [81, 82].
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•  agrees with the SM and 
the measured 


• Upward fluctuation in the low- 

• Similar deviation in central-  for both 

modes

ℬ(B0
s → ϕe+e−)

ℬ(B0
s → ϕμ+μ−)
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Figure 15: Measured R�1
� values compared to the SM predictions computed using flavio,

assuming a 1% uncertainty on the SM prediction [35]. The solid (partially transparent) errorbars
indicate the 1� (2�) confidence intervals.
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Figure 16: Di↵erential branching fraction of the B0
s ! �e+e� decay in bins of q2, compared with

measurements from B0
s ! �µ+µ� decays in Ref. [4] and SM predictions from flavio [77] using

form-factors calculated with light-cone sum-rule [6] and lattice QCD techniques [81, 82].
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• Crosschecks




• And 



• Consistent with SM predictions in all  bins


• First and most precise LFU test in high-  for 
LHCb

rJ/ψ =
ℬ(B0

s → J/ψ(μ+μ−)ϕ)
ℬ(B0

s → J/ψ(e+e−)ϕ)
= 0.997 ± 0.013

Rψ =
ℬ(B0

s → ψ(2S)(μ+μ−)ϕ)
ℬ(B0

s → ψ(2S)(e+e−)ϕ)
× r−1

J/ψ = 1.010 ± 0.026

q2

q2
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LFU test with  decaysB+
c → J/ψℓ+ν

•  transition at tree level





• 3-prong decay modes, 


• SM prediction  [PRL 125 222003]

• Previously measured by LHCb using 3 [PRL 120(2018)121801] and 

CMS [2408.00678] using muonic modes

• CMS Run 2 data 138

b → c

RJ/ψ =
ℬ(B+

c → J/ψτ+ντ)
ℬ(B+

c → J/ψμ+νμ)
τ → π+π−π+(+π0)ν̄τ

RJ/ψ = 0.2582 ± 0.0038
 fb−1

 fb−1

• BDT was trained to maximize the background 
rejection


• Sideband background-enriched region (SB) used to 
predict the background events in signal region (SR)


• Background prediction is validated in “gap” region 

• Ratio between the data and the expected sum of 

signal and background contributions are consistent


Motivation
Many recent and past results suggest deviations from the 
SM, which predicts the same coupling constants for the 
EW interactions for charged leptons.

3

SM: R(J/ψ)= 0.2582(38) 
[PhysRevLett.125.222003]
LHCb: 0.71±0.17(stat)±0.18(syst)
[PhysRevLett.120.121801]

CMS can provide an independent measurement using Run-2 data

R(J/ψ)
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SM, which predicts the same coupling constants for the 
EW interactions for charged leptons.
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SM: R(J/ψ)= 0.2582(38) 
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LHCb: 0.71±0.17(stat)±0.18(syst)
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CMS can provide an independent measurement using Run-2 data
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LFU test with  decaysB+
c → J/ψℓ+ν

• Using Run-2 data measured 


• Combined with leptonic decay of tau lepton 
results 


• Consistent with SM prediction

RJ/ψ = 1.04+0.50
−0.44

RJ/ψ = 0.49 ± 0.25 (stat) ± 0.09 (syst)

9. Summary 9

The result from the hadronic t channel is compatible with the leptonic analysis that mea-
sured 0.17 ± 0.33, as well as the LHCb’s result. A chi-squared-like quantity, computed as
�2 lnL(data|r)/L(data|ri

Nchan
i=1 ), gives 2.06 with respect to the leptonic-only analysis, which

corresponds to a p-value of 0.15.

It is worth noting though that the leptonic and hadronic analysis share the same denominator,
which in the leptonic analysis is simultaneously fit including also the numerator. It is then
natural to perform an overall simultaneous fit with the complete leptonic analysis regions and
with the hadronic analysis of the 2016, 2017, and 2018 data sets, each consisting of SR and SB.
The result obtained is:

RJ/y = 0.49 ± 0.25 (stat) ± 0.09 (syst) (1)

Figure 3 shows the post-fit distributions of the SB and SR regions in 2018 data. The SB data has
a very good agreement by the construction of the fit.
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Figure 3: Distributions of the unrolled r0 mass variable in the sideband (left) and signal-
enriched (right) data regions. In each panel, data (black markers), is compared to the some
of the expected yields from data-driven Hb ! J/yX background and simulation-based B+

c !
J/yt+nt , B+

c ! J/yD(⇤)+
s , and B+

c ! others (orange, purple, cyan, and lime green histograms,
respectively). The normalization and shape parameters for the different contributions, as well
as RJ/y , are shown for their best fit values. The ratio between the data and the expected sum
of signal and background contributions is shown in the lower panel of each observable. The
postfit total uncertainty in the expectation is represented by the hashed band.

Finally, Figure 4 shows a summary of the quoted measurements in each individual t lepton
decay channel, their combination, the prediction from the SM, and the comparison with the
result for the LHCb Collaboration.

9 Summary
A measurement of the ratio of the branching fractions RJ/y = B(B+

c ! J/yt+nt )/B(B+
c !

J/yµ+nµ) is described. For the numerator, the analysis targets final states with hadronically
decaying t lepton into t+ ! p+p�p+(+p0)nt . The analysis uses proton-proton collision

10

ψJ/R
0 0.5 1 1.5

CMS
Combination

π3τCMS, Run2, 

µτCMS, 2018, 
CMS-PAS-BPH-22-012

µτLHCb, Run1, 
Phys. Rev. Lett.
120 (2018) 121801

CMS Preliminary

SM

Figure 4: Summary of the RJ/y measurements. The upper row corresponds to the existing
LHCb [8] measurement. The second and third row, respectively, correspond to the CMS anal-
ysis using leptonic tau decays [14] and hadronic tau decay. The last row represents the combi-
nation of the CMS analyses in the leptonic and hadronic final states. The total uncertainties are
indicated by the horizontal lines. The SM value is shown as a red perpendicular line.

data corresponding to an integrated luminosity of 138 fb�1 and collected at
p

s = 13 TeV by the
CMS experiment during the LHC Run 2. The ratio is measured to be RJ/y = 1.04+0.50

�0.44. This
measurement is combined with another that considers the leptonic decay of the tau lepton [14]
to result in a measured RJ/y value of 0.49± 0.25 (stat)± 0.09 (syst), which is consistent with the
SM prediction of 0.258 ± 0.004 within 1s standard deviation.
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• Simultaneous fit of SB 
and SR to extract 


• Data/expected 
background are in 
agreement for all bins
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Angular analysis of  decaysB0
s → ϕe+e−

• First angular analysis at LHCb: low  region [0.0009, 0.2615] 
• Full Run 1+ 2 LHCb statistics (9 )
• Decay rate is described as follows

q2 GeV2/c4

 fb−1

LHCb-PAPER-2024-030
In preparation

such that '̃ = ' + ⇡ if ' < 0. This transformation leads to a cancellation of the terms44

containing sin ' and cos ', consequently simplifying the angular expression without any45

loss of sensitivity to the remaining physical observables. Ignoring any K
+
K

� S-wave46

contribution which should be negligible at low-q2 values due to the photon pole dominance,47

and in the limit of massless leptons, the untagged, time-averaged, CP -averaged angular48

decay rate is [21]49

1

d(� + �̄)/dq2

d3(� + �̄)

d cos ✓Ld cos ✓Kd'̃
=

9

32⇡

⇢
3

4
(1 � FL) sin2

✓K + FL cos2 ✓K

+


1

4
(1 � FL) sin2

✓K � FL cos2 ✓K

�
cos 2✓L

+
1

2
(1 � FL) A

(2)
T sin2

✓K sin2
✓L cos 2'̃

+ (1 � FL) A
ReCP
T sin2

✓K cos ✓L

+
1

2
(1 � FL) A

ImCP
T sin2

✓K sin2
✓L sin 2'̃

�
.

(1)

The four angular observables FL, A
(2),
T A

ImCP
T and A

ReCP
T are combinations of the50

amplitudes A
L,R
0,?,k where the indices 0, ?, k refer to the di↵erent polarisation states of the51

� meson in the decay, and L and R to the left- and right-hand chirality of the dielectron52

system. The observable FL is the longitudinal polarisation fraction of the � meson. The53

observable A
ReCP
T is related to the lepton forward-backward asymmetry. The parameters54

A
(2)
T and A

ImCP
T are pivotal for this analysis as they are related to the photon polarisation55

and thus to the Wilson coe�cients C
(0)
7 in the very low q

2 region. Indeed, following Ref. [21]56

and in the absence of decay-time acceptance, in the q
2 ! 0 limit, these observables can57

be expressed as58

lim
q2!0

A
(2)
T (q2) =

2


Re[C7]Re[C

0
7] + Im[C7]Im[C

0
7] + y

2 [(Re[C7])2 � (Im[C7])2]

�

(Re[C7])2 + (Im[C7])2
, (2)

59

lim
q2!0

A
ImCP
T (q2) =

2


Re[C7]Im[C

0
7] � Im[C7]Re[C

0
7] � yRe[C7]Im[C7]

�

(Re[C7])2 + (Im[C7])2
, (3)

with y = ��s
2�s

, where ��s is the di↵erence in decay widths between the heavy and light60

B
0
s mass eigenstates and �s the inverse of the average lifetime time of the B

0
s meson.61

The FL and A
ReCP
T parameters vanish at low values of q

2 as expected from real photon62

interactions.63

In the SM, where C7 is purely real, the measurement of A
ImCP
T is identical to that64

obtained in the similar measurement using B
0! K

⇤0
e
+
e
� decays [17], while in the case65

of A
(2)
T the information is slightly di↵erent due to the significant variation in decay widths66

between the light and the heavy mass eigenstates in the B
0
s system. In the future, with67

larger data samples, the comparison of the A
(2)
T measurements obtained from B

0
s ! �e

+
e
�

68

and B
0! K

⇤0
e
+
e
� decays could provide additional constraints on C7.69

2

Analysis strategy

Zhenzi Wang 11 June, 20244

• Signal mode:  
• Use  calculated with  PV and mass constraint ( ) and  mass with PV constraint 
• Analyse two large bins of : 1.1-6.0  and 1.1-7.0   
• Signal mass window:  
• Control mode of  selected with 

 and  
• Use same angular definitions as the  analysis [PRL 125 (2020) 011802] 
• Extract observables using ML fit — model misidentified hadronic backgrounds* 
• Measure both S-basis and P-basis observables, also LFU testing  **

B0 → K*0(892)( → K+π−)e+e−

q2 B0 q2
c B0

q2
c GeV2/c4 GeV2/c4

m(K+π−e+e−)PV ∈ [4900, 5700] MeV/c2

B0 → K*0(892)( → K+π−)J/ψ( → e+e−)
q2

c ∈ [7.0, 11.0] GeV2/c4 m(K+π−e+e−)PV ∈ [4500, 6200] MeV/c2

B0 → K*0μ+μ−

Qi = P(μ)
i − P(e)

i

= 9
32π [ 3

4 (1−FL) sin2θK+FL cos2θK−FL cos2θK cos2θℓ

+S3 sin2θK sin2θℓ cos2ϕ+S4 sin2θK sin2θℓ cosϕ

+S5 sin2θK sinθℓ cosϕ+ 4
3 AFB sin2θK cosθℓ

+S7 sin2θK sinθℓ sinϕ+S8 sin2θK sin2θℓ sinϕ
+S9 sin2θK sin2θℓ sin2ϕ]

1
d(Γ + Γ̄)/dq2

d4(Γ + Γ̄)
dq2 ⃗Ω

Also P-basis observables, e.g.

P′ 5 = S5

FL(1−FL)
[JHEP, 05 (2013) 137]

ℓ+

ℓ−

θℓ
B0

θKK*0
K+

π−

ϕ

*  [LHCb-PAPER-2022-045] 
**[arxiv:2205.15212]

K−ϕ

φ
s

 : Longitudinal polarisation of  meson
: related to the forward-backward asymmetry
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• Background mostly dominated with combinatorial, 
suppressed by BDT

• The radiative  decay with converted photon 
used as control channel with < 10 MeV/c2

B0
s → ϕ(KK )γ

mee

Fit in the � bin

⇠ 580 ± 18 signal events
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Angular analysis of  decaysB0
s → ϕe+e−

4D unbinned maximum likelihood fit to mass and angular variables LHCb-PAPER-2024-030
In preparation

The results are consistent with the SM predictions [42–44]. Using the flavio software310

package [43], they can be used to measure both the real and imaginary parts of the311

B
0
s ! �� photon polarisation with a precision of 12%. The C

(0)
7 regularisation-scheme312

independent e↵ective coe�cients are calculated at the scale µ = 4.8 GeV [45] and the value313

of the left-handed C7 coe�cient is fixed to its SM value, �0.2915. The overall constraints,314

shown in Fig. 4, are compared to the constraints from previous measurements from the315

BaBar, Belle, Belle II and LHCb collaborations [7–17].316
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Figure 3: Distributions of the (top left) K+K�e+e� invariant mass, (top right) cos ✓L, (bottom
left) cos ✓K and (bottom right) '̃ of B0

s ! �e+e� candidates in the very low q2 range with fit
projections overlaid.

10

6 Results293

The projections of the final fit on m(K+
K

�
e
+
e
�) and the three angles are displayed294

in Fig. 3. The total signal yield observed within the e↵ective q
2 range from 0.0009295

to 0.2615GeV2
/c

4, is about 100 events. Together with the results from Ref. [41], this296

constitutes the first observation of the B
0
s ! �e

+
e
� decay mode.297

The obtained values for the four angular observables are298

FL = (0.4 ± 5.6 ± 1.2)% ,

A
(2)

T = �0.045 ± 0.235 ± 0.014 ,

A
ImCP
T = 0.002 ± 0.247 ± 0.016 ,

A
ReCP
T = 0.116 ± 0.155 ± 0.006 ,

where the first uncertainty is statistical and the second systematic. For the FL parameter,299

due to the vicinity of the physical region, the Feldman-Cousins method is applied to300

determine an upper limit : FL < 11.5% (13.7%) at 90% (95%) Confidence Level (CL). A301

shift of �0.025 has been applied to the A
(2)
T parameter to correct for the remaining bias302

observed while fitting the simulation corrected for the ��s being non zero. This bias is303

due to the nonuniform e�ciency in the B
0
s decay time.304

7 Summary305

An angular analysis of the B
0
s ! �e

+
e
� decay is performed for the first time, using pp306

collision data collected by the LHCb experiment between 2011 and 2018, corresponding307

to an integrated luminosity of 9 fb�1. Angular observables are measured in an e↵ective308

q
2 region between 0.0009 and 0.2615 GeV2

/c
4. The results are309

A
(2)

T = �0.045 ± 0.235 ± 0.014 ,

A
ImCP
T = 0.002 ± 0.247 ± 0.016 ,

A
ReCP
T = 0.116 ± 0.155 ± 0.006 ,

FL < 11.5% at 90% CL .

Table 1: Summary of the systematic uncertainties. For comparison, the statistical uncertainties
are shown in the last row of the table.

Source of systematic A
(2)
T A

ImCP
T A

ReCP
T FL

��s/�s 0.008 < 0.001 < 0.001 < 0.001
Corrections to simulation 0.002 <0.001 <0.001 0.010
Acceptance function modelling <0.001 <0.001 0.001 0.002
Simulation sample size for acceptance 0.006 0.008 0.005 0.002
Background contamination 0.009 0.014 0.004 0.006
Angles resolution -0.005 < 0.001 - -
Total systematic uncertainty 0.014 0.016 0.006 0.012
Statistical uncertainty 0.235 0.247 0.155 +0.056
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Results are consistent with the SM 
predictions

The Analysis - 4 Angular Parameters
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simplified by folding the angle � without

any loss to the sensitivity of the photon

polarization
(Angles definition in Backup)

? FL is the longitudinal polarization
? AReCP

T related to the forward-
backward asymmetry

? A(2)

T , AImCP
T are sensitive to the pho-

ton polarization

A
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7
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2
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SM predictions

FL 0.068

A
(2)
T 0.094

AImCP
T 0.000

AReCP
T 0.000

1�̃ = � if � > 0, and �̃ = �+ ⇡ if � < 0
2�i come from Bs � B̄s mixing and ��s https://arxiv.org/pdf/2210.11995.pdf
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Figure 4: Current constraints at the 2� level (containing 95.4% of the distribution) on the real
and imaginary part of the ratio of the right- and left-handed Wilson coe�cients C

0
7 and C7. The

various measurements are shown in light colours and are, for most of them, the combination
of several results. The results from angular analyses of B0! K⇤0e+e� decays from the LHCb
and the Belle experiments are performed in di↵erent q2 regions and are shown separately. The
measurement presented in this paper is shown in red and the result of the global fit in cyan.
The SM prediction is represented by the black star.
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Angular analysis of  decaysB0 → K*0e+e−

• First angular analysis at LHCb: central  region [1.1, 6.0] 
• Full Run 1+ 2 LHCb statistics (9 )
• Differential decay rate is described by  and angular variables ( )

q2 GeV2/c4

 fb−1

q2( = m2
ee) θl, θK, ϕ

Analysis strategy

Zhenzi Wang 11 June, 20244

• Signal mode:  
• Use  calculated with  PV and mass constraint ( ) and  mass with PV constraint 
• Analyse two large bins of : 1.1-6.0  and 1.1-7.0   
• Signal mass window:  
• Control mode of  selected with 

 and  
• Use same angular definitions as the  analysis [PRL 125 (2020) 011802] 
• Extract observables using ML fit — model misidentified hadronic backgrounds* 
• Measure both S-basis and P-basis observables, also LFU testing  **

B0 → K*0(892)( → K+π−)e+e−

q2 B0 q2
c B0

q2
c GeV2/c4 GeV2/c4

m(K+π−e+e−)PV ∈ [4900, 5700] MeV/c2

B0 → K*0(892)( → K+π−)J/ψ( → e+e−)
q2

c ∈ [7.0, 11.0] GeV2/c4 m(K+π−e+e−)PV ∈ [4500, 6200] MeV/c2

B0 → K*0μ+μ−

Qi = P(μ)
i − P(e)

i

= 9
32π [ 3

4 (1−FL) sin2θK+FL cos2θK−FL cos2θK cos2θℓ

+S3 sin2θK sin2θℓ cos2ϕ+S4 sin2θK sin2θℓ cosϕ

+S5 sin2θK sinθℓ cosϕ+ 4
3 AFB sin2θK cosθℓ

+S7 sin2θK sinθℓ sinϕ+S8 sin2θK sin2θℓ sinϕ
+S9 sin2θK sin2θℓ sin2ϕ]

1
d(Γ + Γ̄)/dq2

d4(Γ + Γ̄)
dq2 ⃗Ω

Also P-basis observables, e.g.

P′ 5 = S5

FL(1−FL)
[JHEP, 05 (2013) 137]

ℓ+

ℓ−

θℓ
B0

θKK*0
K+

π−

ϕ

*  [LHCb-PAPER-2022-045] 
**[arxiv:2205.15212]

d4Γ[B0 → K*0e+e−]
dq2dcosθKdcosθldϕ

=
9

32π ∑
i

Ii(q2)fi(θK, θl, ϕ)

angular 
observables

Fraction of longitudinal       
polarization of K*0

CP-averaged

Forward-backward     
asymmetry of the dielectric 
system

Perform ratio of observables  where form factors cancels(e . g . P′￼
5)

P′￼
5 =

S5

FL(1 − FL) JHEP, 05 (2013) 137

FL

  Si

AFB

, , and  are sensitive to Wilson coefficient ( ) and form factorsFL AFB Si C(′￼)
7,9,10

LHCb-PAPER-2024-022
In preparation

See talk by Alice Biolchini

Chandiprasad.kar@cern.ch

https://indico.cern.ch/event/1414470/contributions/6136111/
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Angular analysis of  decaysB0 → K*0e+e−

4D unbinned weighted fit to the mass and angular distributions
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Figure 2: Mass and angular distributions of signal candidates after the application of e↵ective
acceptance weights. The total fitted distribution (dashed black curve) is shown, as well as those
of the individual components.

charmonium backgrounds and that of the veto against B+
! K+e+e� decays, the de-433

scription of the signal invariant mass distribution and finally the fit biases. The e↵ect of434

all sources is quantified using pseudoexperiments. In most cases, an alternative model435

is defined, and pseudoexperiments are generated with this model. Then they are fitted436

with both this alternative and the baseline model, which results in two sets of observable437

values. The di↵erences between these values are calculated for each observable and pseu-438

doexperiment. The systematic uncertainty for a given observable is then obtained from439

the sum in quadrature of the mean and Gaussian width of the distribution of the resulting440

di↵erences. When fitting with the alternative model is infeasible, pseudoexperiments441

generated with the alternative configuration are fitted using only the baseline model,442

and the resulting biases are taken as systematic uncertainties. Sources of systematic443

uncertainties are summarised in Tab. 1 and 2 and are discussed in detail below.444

All sources of systematic uncertainties discussed in Sections 7.1 to 7.9 are assumed445

to be uncorrelated, and the total uncertainty is the sum in quadrature of all sources.446

Correlations may arise between di↵erent fitted physics observables. The correlation matrix447

of total systematic uncertainties on fitted observables is given in App. E.448

7.1 DSL and combinatorial modelling449

The modelling of the DSL and combinatorial backgrounds constitutes a large source of450

systematic uncertainty due to their abundance in the data sample, and the asymmetric451

cos ✓` distribution of the DSL component.452

The K+⇡�e+µ� data sample used to determine both the combinatorial and DSL453

models contains a total of around three thousand candidates. Therefore, parameters454

determined through the procedure described in Sec. 5.2 have large uncertainties. A455
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Figure 3: The S -basis (left) and P -basis (right) angular observables extracted determined
from weighted maximum likelihood fits to signal candidates. The overlapping error bars show
statistical and total uncertainties. The orange and hatched purple boxes correspond to SM
predictions based on Ref. [21] and Refs. [11, 53], respectively.

Table 3: Values for the S - and P -basis angular observables. The first uncertainty is statistical
and the second is systematic.

1.1 < q2 < 6.0 GeV2/c4

FL 0.582 ± 0.045 ± 0.050
S3 �0.000 ± 0.042 ± 0.023 P1 �0.002 ± 0.202 ± 0.246
S4 �0.119 ± 0.073 ± 0.042 P 0

4 �0.242 ± 0.148 ± 0.120
S5 �0.077 ± 0.054 ± 0.033 P 0

5 �0.157 ± 0.110 ± 0.102
AFB �0.146 ± 0.052 ± 0.035 P2 �0.232 ± 0.083 ± 0.112
S7 �0.077 ± 0.056 ± 0.038 P 0

6 �0.155 ± 0.114 ± 0.092
S8 0.129 ± 0.072 ± 0.056 P 0

8 0.262 ± 0.146 ± 0.137
S9 0.066 ± 0.045 ± 0.020 P3 �0.157 ± 0.107 ± 0.110

Figure 4: Lepton flavor universality observables Qi. calculated using the P -basis angular
observables of the muon and electron modes. The overlapping error bars show statistical and
total uncertainties. The SM predictions (orange boxes) are based on Ref. [21].

21

Angular observables measured 
in  [1.1, 6.0] q2 GeV2/c4

Overall good agreement with SM 
predictions

Lepton Flavour Universality observables are derived 
using Qi = P(μ)

i − P(e)
i

Figure 3: The S -basis (left) and P -basis (right) angular observables extracted determined
from weighted maximum likelihood fits to signal candidates. The overlapping error bars show
statistical and total uncertainties. The orange and hatched purple boxes correspond to SM
predictions based on Ref. [21] and Refs. [11, 53], respectively.

Table 3: Values for the S - and P -basis angular observables. The first uncertainty is statistical
and the second is systematic.

1.1 < q2 < 6.0 GeV2/c4

FL 0.582 ± 0.045 ± 0.050
S3 �0.000 ± 0.042 ± 0.023 P1 �0.002 ± 0.202 ± 0.246
S4 �0.119 ± 0.073 ± 0.042 P 0

4 �0.242 ± 0.148 ± 0.120
S5 �0.077 ± 0.054 ± 0.033 P 0

5 �0.157 ± 0.110 ± 0.102
AFB �0.146 ± 0.052 ± 0.035 P2 �0.232 ± 0.083 ± 0.112
S7 �0.077 ± 0.056 ± 0.038 P 0

6 �0.155 ± 0.114 ± 0.092
S8 0.129 ± 0.072 ± 0.056 P 0

8 0.262 ± 0.146 ± 0.137
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Figure 4: Lepton flavor universality observables Qi. calculated using the P -basis angular
observables of the muon and electron modes. The overlapping error bars show statistical and
total uncertainties. The SM predictions (orange boxes) are based on Ref. [21].
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Results are consistent with the LFU hypothesis

Preliminary

PreliminaryPreliminary

Preliminary Preliminary

Preliminary

LHCb-PAPER-2024-022
In preparationDetailed talk by Alice Biolchini
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Method of moments

3

fi(Ω)Ki(mpK, q2)∑
i

cos θp

cos θl

cos2 θp sin2 θl cos(2ϕ)

dΓ
dmpK dq2 dΩ =

∫Ω
fi(Ω) wj(Ω) dΩ = δij

Ki = ∑
n

wi(Ω)

basis functionmoment

physics 
(resonances, BSM, …)

quantum mechanics
# of functions depends on 

considered  spins Λ

= type of angular analysis

Ω = (θp, θl, ϕ)

1) find an angular basis for the differential decay rate

2) find weights that are orthogonal to the basis

3) enjoy your fit-free measurement

…

% Independent extraction of observables 
% Model-independent 
% Robustness independent of sample size 

& Up-to 30% larger uncertainties than a fitAim: measure the moments in bins of   and mpK q2

18

Analysis of  decaysΛ0
b → pK−μ+μ−

• FCNC  transition
• The decay was previously observed in LHCb using  data JHEP 06 (2017) 108

• Measure branching fraction and angular moments in bins of  and 

• BF measured relative to that of the  decay

• Full Run 1+ 2 LHCb statistics ( )

• Differential decay rate is described by ,  and angular variables ( )

b → sll
3 fb−1

q2( = m2
μμ) m2

pK

Λ0
b → J/ψpK−

9 fb−1

q2 m2
pK Ω(cosθμ, cosθp, ϕ)

C Supplementary material for LHCb-PAPER-2024-389

024390

Figure 11 illustrates the binning scheme used in this analysis. The data are binned391

in terms of the dimuon mass squared, q2, and dihadron mass, mpK . Figure 12 shows392

the distribution of the pK�µ+µ� mass and q2 of selected candidates. Candidates with393

12.5 < q2 < 15.0 or 0.98 < q2 < 1.10GeV2/c4 are removed to reject decays via  (2S) and394

� mesons. The ⇤0
b ! pK�µ+µ� signal is visible as the vertical band. The ⇤0

b ! J/ pK�
395

signal corresponds to events with 8 < q2 < 11GeV/c2 and mpKµµ consistent with the ⇤0
b396

baryon mass. The diagonal nature of the band associated with the ⇤0
b ! J/ pK� decays397

is largely due to final-state radiation and Bremsstrahlung from the muons. Figure 13398

shows the mpKµµ distribution of the selected candidates in the di↵erent q2 and mpK bins.399

The information contained in this figure is identical to that of Fig. 2 in the body of the400

paper, but is provided here as a separate figure for each q2 and mpK bin.401
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Figure 11: Illustration of the binning scheme. Note that despite covering two mpK bins, a single
mpK bin is used in the high q2 region (above 15GeV2/c4) due to the small available phase space
and the low amount of expected data.

Figure 14 provides a comparison between the di↵erential decay rate as a function of402

mpK obtained for ⇤0
b ! pK�µ+µ� decays obtained in this paper, after summing over403

the q2 bins, with that of ⇤0
b ! J/ pK� and ⇤0

b ! pK�� decays. The decay rates of404

⇤0
b ! J/ pK� and ⇤0

b ! pK�� decays are obtained by integrating the amplitude models405

presented in Refs. [57, 58] in each bin. Note, the model for the ⇤0
b ! pK�� decay was406

developed using only data in the low dihadron mass region with mpK < 2.5GeV/c2. This407

model is extended in Fig. 14 to the fully allowed mpK range, assuming no new states are408

present at higher dihadron masses.409

Figures 15 and 16 show the angular distribution of the e�ciency-corrected and sPlot410

weighted candidates in the di↵erent bins. The data are compared to the distribution411

21

d4Γ
dΦ

=
3

8π

46

∑
i=1

Ki(q2, m2
pK)fi(cosθμ, cosθp, ϕ)

JHEP02(2023)189

• Using sPlot weighted data and applying efficiency 
corrections gives pure weighted signal events  
in the 3D angular distribution 

• Moments determined from weighted sum over basis 
functions

ω(Φ)

7/13 Weak decays of beauty baryons at LHCb Ulrik Egede 

● Using sPlot weighted data and applying e?ciency corrections gives pure 

weighted signal events w(⇤) in the 3D angular distribution

● Moments determined from weighted sum over basis functions 

)b�pK
-
+++- angular distributions

Preliminary

LHCb-PAPER-2024-024

PreliminaryPreliminary

LHCb-PAPER-2024-024
arXiv: 2409.12629
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Figure 2: Mass distributions of selected ⇤0
b ! pK�µ+µ� decay candidates in bins of mpK and

q2. The data are overlaid with the result of the fit described in the text. The shaded regions are
populated by poorly reconstructed ⇤0

b ! J/ pK� decays and are excluded from the analysis.
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Analysis of  decaysΛ0
b → pK−μ+μ−

Mass distributions in bins of  and mpK q2

Differential branching fraction as a function of              q2

LHCb-PAPER-2024-024
arXiv: 2409.12629
Submitted to JHEP

Table 3: Di↵erential branching fraction, d2B/dq2dm2
pK , in units of 10�8GeV�4c8 in bins of q2

and mpK . The first uncertainty is statistical, the second systematic, and the third due to the
uncertainty on the ⇤0

b ! J/ pK� branching fraction. The bin ranges are given in GeV/c2 for
mpK and in GeV2/c4 for q2.

q2
mpK [1.4359, 1.5900] [1.59, 1.75] [1.75, 2.20] [2.20, 5.41]

[0.10, 0.98] 5.22 ± 1.21 ± 0.43 ± 0.98 8.22 ± 1.69 ± 0.38 ± 1.54 7.24 ± 0.92 ± 0.52 ± 1.36 0.46 ± 0.13 ± 0.14 ± 0.09
[1.1, 2.0] 3.05 ± 1.45 ± 0.51 ± 0.57 6.27 ± 1.71 ± 0.40 ± 1.18 4.24 ± 0.78 ± 0.16 ± 0.80 0.16 ± 0.09 ± 0.02 ± 0.03
[2.0, 4.0] 4.56 ± 0.90 ± 0.26 ± 0.86 4.50 ± 0.86 ± 0.21 ± 0.84 3.44 ± 0.47 ± 0.08 ± 0.64 0.12 ± 0.05 ± 0.02 ± 0.02
[4.0, 6.0] 4.72 ± 0.76 ± 0.15 ± 0.89 4.29 ± 0.73 ± 0.20 ± 0.81 3.36 ± 0.41 ± 0.07 ± 0.63 0.11 ± 0.03 ± 0.02 ± 0.02
[6.0, 8.0] 5.08 ± 0.76 ± 0.12 ± 0.95 4.65 ± 0.79 ± 0.34 ± 0.87 2.56 ± 0.36 ± 0.05 ± 0.48 0.04 ± 0.02 ± 0.01 ± 0.01
[11, 12.5] 5.32 ± 0.86 ± 0.20 ± 1.00 4.53 ± 0.80 ± 0.16 ± 0.85 1.67 ± 0.28 ± 0.03 ± 0.31 —
[15.0, 17.5] 0.59 ± 0.19 ± 0.07 ± 0.11 — —
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Figure 3: Di↵erential branching fraction as a function of (left) q2 and (right) mpK . The stacked
contributions with di↵erent shading in the right figure indicate the contributions from the
di↵erent q2 bins. The darker hue corresponds to smaller values of q2.

observed in B0 ! K⇤0µ+µ� decays with a characteristic sign-change between low and341

high q2 [12]. Note that the sign of the lepton-side asymmetry in this paper di↵ers due to342

the angular basis used. A large hadron-side asymmetry is seen in many of the q2 and mpK343

bins, especially for 1.75 < mpK < 2.20GeV/c2. The hadron-side asymmetry is sensitive to344

the interference between states with di↵erent quantum numbers.345

9 Summary346

An analysis of the rate and angular distribution of ⇤0
b ! pK�µ+µ� decays, using data347

collected with LHCb detector between 2011–2018, has been presented. The analysis348

results in a first measurement of the di↵erential branching fraction of the ⇤0
b ! pK�µ+µ�

349

decay across its entire phase space, in bins of the dihadron mass and q2. The decay rate350

is dominated by contributions from resonances at low dihadron masses. This paper also351

provides a first measurement of a complete set of angular observables in ⇤0
b ! pK�µ+µ�

352

decays for ⇤ states with spin less than 5
2 . These measurements are only provided in bins353

with su�cient signal yield. The angular coe�cients indicate the presence of interference354

between states with di↵erent quantum numbers. They also show the pattern of interference355

12

mpK

q2
• Results in first  bin are compatible with the 

results of  [arXiv: 
2302.08262]

• Precision limited by the knowledge of 
 BF

• Variation do not match with the predictions from 
Quark model [arXiv:1108.6129]

mpK
Λ0

b → Λ(1520)μ+μ−

Λ0
b → J/ψpK−

https://arxiv.org/pdf/1108.6129
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Analysis of  decaysΛ0
b → pK−μ+μ−

Forward-backward asymmetry of the leptons, which 
are sensitive to Wilson coefficient  and C9 C10

Aμ
FB =

3
2

K̄2
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Figure 4: Values of the (left) dimuon forward-backward asymmetry and (right) dihadron forward-
backward asymmetry in bins of q2 and mpK .

between vector and axial-vector contributions that is characteristic of this type of rare356

FCNC decay. The pattern of measurements appears consistent with SM expectations.357

However, a detailed interpretation of the results requires a more complete understanding358

of the hadronic system and the di↵erent contributing states.359
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Forward-backward asymmetry of the hadron
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K̄4 −
21
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K̄10 +
33

16
K̄16

Large asymmetry is the effect of interference 
of resonances with different parity

Same patterns as observed in  decays 
but sign-flipped between low and high 

B0 → K*0μμ
q2
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Evidence of  decaysB → Kνν̄
PRD 109 112006 2024

• FCNC  transition
• very precise SM prediction  

• Dominated by form factor uncertainties
• NP scenario: 

• Light: axions [PRD 102, 015023 (2020)], dark scalars [PRD 101, 095006 (2020)], 
• Heavy: Leptoquark [PRD 98, 055003 (2018)],  [PLB 821 (2021) 136607]

b → s
ℬ = (5.58 ± 0.37) × 10−6

Z′￼

 Search for : Motivations𝙱+ → 𝙺+νν̄

7

FCNC processes are suppressed in SM at tree level.  
Precise SM prediction — no hadronic uncertainties for 

charm annihilation like in 𝙱 → 𝙺(*)ℓ+ℓ−

 [PRD 107 014511 (2023)]𝙱𝙵𝚂𝙼 = (𝟻 . 𝟼 ± 𝟶 . 𝟺) × 𝟷𝟶−𝟼

Challenges 
Low BF 
No signal peaking kinematic observable 
Large backgrounds+one prompt track 
Missing energy from undetected neutrinos

Unique to experiments at  machines𝚎+𝚎−

Inclusive Tag leads the final sensitivity (total eff. ~8%, purity ~0.8%) 
Well-established Hadronic Tag is used for consistency check and provide 10% increasing in final 
combined result  (total eff. ~0.4%, purity ~3.5%)

TODAY

the clean event environment and the well-defined initial state 

Unique to experiments at  machines

Belle
Belle

BaBar

2

R. Tiwary , D. Tonelli , E. Torassa , N. Toutounji , K. Trabelsi , I. Tsaklidis , M. Uchida , I. Ueda ,
Y. Uematsu , T. Uglov , K. Unger , Y. Unno , K. Uno , S. Uno , P. Urquijo , Y. Ushiroda , S. E. Vahsen ,

R. van Tonder , G. S. Varner , K. E. Varvell , M. Veronesi , A. Vinokurova , V. S. Vismaya , L. Vitale ,
R. Volpe , B. Wach , M. Wakai , H. M. Wakeling , S. Wallner , E. Wang , M.-Z. Wang , X. L. Wang ,
Z. Wang , A. Warburton , M. Watanabe , S. Watanuki , M. Welsch , C. Wessel , E. Won , X. P. Xu ,
B. D. Yabsley , S. Yamada , W. Yan , S. B. Yang , J. Yelton , J. H. Yin , Y. M. Yook , K. Yoshihara ,
C. Z. Yuan , Y. Yusa , L. Zani , V. Zhilich , J. S. Zhou , Q. D. Zhou , X. Y. Zhou , and V. I. Zhukova

(The Belle II Collaboration)

We search for the rare decayB+ ! K+⌫⌫̄ in a 362 fb�1 sample of electron-positron collisions at the
⌥ (4S) resonance collected with the Belle II detector at the SuperKEKB collider. We use the inclusive
properties of the accompanying B meson in ⌥ (4S) ! BB events to suppress background from other
decays of the signal B candidate and light-quark pair production. We validate the measurement
with an auxiliary analysis based on a conventional hadronic reconstruction of the accompanying B
meson. For background suppression, we exploit distinct signal features using machine learning meth-
ods tuned with simulated data. The signal-reconstruction e�ciency and background suppression
are validated through various control channels. The branching fraction is extracted in a maximum
likelihood fit. Our inclusive and hadronic analyses yield consistent results for the B+ ! K+⌫⌫̄
branching fraction of [2.7± 0.5(stat)± 0.5(syst)] ⇥ 10�5 and

⇥
1.1+0.9

�0.8(stat)
+0.8
�0.5(syst)

⇤
⇥ 10�5, re-

spectively. Combining the results, we determine the branching fraction of the decay B+ ! K+⌫⌫̄
to be

⇥
2.3± 0.5(stat)+0.5

�0.4(syst)
⇤
⇥ 10�5, providing the first evidence for this decay at 3.5 standard

deviations. The combined result is 2.7 standard deviations above the standard model expectation.

I. INTRODUCTION

Flavor-changing neutral-current transitions, such as
b ! s⌫⌫̄ and b ! s``, where ` represents a charged lep-
ton, are suppressed in the standard model (SM) of par-
ticle physics, because of the Glashow-Iliopoulos-Maiani
mechanism [1]. These transitions can only occur at
higher orders in SM perturbation theory through weak-
interaction amplitudes that involve the exchange of at
least two gauge bosons. Rate predictions for b ! s``

have significant theoretical uncertainties from the break-
down of factorization due to photon exchange [2]. This
process does not contribute to b ! s⌫⌫̄, so the corre-
sponding rate predictions are relatively precise.

The b ! s⌫⌫̄ transition provides the leading ampli-
tudes for the B

+ ! K
+
⌫⌫̄ decay in the SM, as shown in

Fig. 1. The SM branching fraction of the B
+ ! K

+
⌫⌫̄

decay [3] is predicted in Ref. [4] to be

B(B+ ! K
+
⌫⌫̄) = (5.58 ± 0.37) ⇥ 10�6

, (1)

including a contribution of (0.61 ± 0.06) ⇥ 10�6 from
the long-distance double-charged-current B

+ ! ⌧
+(!

K
+
⌫̄)⌫ decay. The B

+ ! K
+
⌫⌫̄ decay rate can be signif-

icantly modified in models that predict non-SM particles,
such as leptoquarks [5]. In addition, the B

+ meson could
decay into a kaon and an undetectable particle, such as
an axion [6] or a dark-sector mediator [7].

In all analyses reported to date [8–13], no evidence for
a signal has been found, and the current experimental
upper limit on the branching fraction is 1.6⇥10�5 at the
90% confidence level [14]. The study of the B

+ ! K
+
⌫⌫̄

decay is experimentally challenging as the final state con-
tains two neutrinos that are not reconstructed. This pre-
vents the full reconstruction of the kinematic properties

b s
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u u
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W
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Z
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FIG. 1. Lowest-order quark-level diagrams for the B+ !
K+⌫⌫̄ decay in the SM are either of the penguin (a), or box
type (b): examples are shown. The long-distance double-
charged-current diagram (c) arising at tree level in the SM
also contributes to the B+ ! K+⌫⌫̄ decay.

of the decay, hindering the di↵erentiation of signal dis-
tributions from background.

In this study the signal B meson is produced in the
e
+
e
� ! ⌥ (4S) ! B

+
B

� process. The at-threshold pro-
duction of BB pairs helps to mitigate the limitations due
to the unconstrained kinematics, as the partner B meson
can be used to infer the presence and properties of the
signal B. An inclusive tagging analysis method (ITA)
exploiting inclusive properties from the B meson pair-
produced along with the signal B, is applied to the en-
tire Belle II data set currently available, superseding the
results of Ref. [13], where this method was first used. In
addition, an auxiliary analysis using the well-established
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Belle
Belle

BaBar

• Experimentally status
• Suitable for experiments at  collidere+e−

• Experimentally challenging
• Large backgrounds+one prompt 

track
• Missing energy from undetected 

neutrinos     Slavomira Stefkova, slavomira.stefkova@kit.edu                                                                                               APS meeting, Sacramento21

  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 

11.0+6.5
−5.5 2.5σ

→

→

17

  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 
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Preliminary‣ Higher observed significance than estimated . 

‣ Starting to reach SM prediction. 

‣ Uncertainties are comparable between Belle and 
Belle II even though smaller dataset.  

‣ 5x improvement over previous best UL.

(1.2σ)

BELLE

5

TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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• Use Run 1 Belle II ( ) data
• Use inclusive tagging in addition to hadronic tagging

• Inclusive tagging: Reconstruct signal kaon, 
Identify rest-of-event object (ROE)

• Nested BDT to suppress background
• Efficiency = 8%, purity = 0.9%

• Hadronic tagging: Reconstruct hadronic tag, 
Reconstruct signal kaon

• One BDT to suppress background
• Efficiency = 0.4%, purity = 3.5%
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• Validations:
• Signal efficiency validation with sample, remove  and correct  

kinematics to match 
• Continuum validated with off-resonance 
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• Modelling the signal-like  decays checked with  
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Evidence of  decaysB → Kνν̄
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  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 
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TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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Inclusive tag: 

 significance wrt bkg only 
hypothesis

 deviation from SM

ℬ = (2.7 ± 0.5 ± 0.5) × 10−5

3.5 σ

2.9 σ
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FIG. 19. Observed yields and fit results in bins of ⌘(BDTh) as
obtained by the HTA fit, corresponding to an integrated lumi-
nosity of 362 fb�1. The yields are shown for the B+ ! K+⌫⌫̄
signal and the three background categories (BB decays, cc̄
continuum, and light-quark continuum). The pull distribu-
tion is shown in the bottom panel.

ing fractions for processes B ! K
+
K

0
LK

0
L , B ! D

(⇤⇤)
X,

B ! K
+
nn̄, D ! K

0
LX, and other leading B-meson de-

cays are treated as fully correlated. To capture full cor-
relations for the systematic uncertainties related to the
branching fractions of leading B-meson decays between
the ITA and HTA, eigendecomposition of the shared co-
variance matrix between ITA and HTA is performed and
represented using ten nuisance parameters.

Conversely, other sources are considered uncorrelated
due to their analysis-specific nature, distinct evaluation
methods, or minor impact, such as PID uncertainties.

In order to ensure robustness, various scenarios are
studied, including variations in which sources, such as
global background normalization, are assumed to be fully
correlated between the two analyses. These tests yield no
substantial deviation from the default combination.

The combined result for the signal strength yields
µ = 4.6 ± 1.0(stat) ± 0.9(syst) = 4.6 ± 1.3, correspond-
ing to a branching fraction of the B

+ ! K
+
⌫⌫̄ decay of⇥

2.3 ± 0.5(stat)+0.5
�0.4(syst)

⇤
⇥10�5 =(2.3±0.7)⇥10�5. The

significance with respect to the background-only hypoth-
esis is found to be 3.5 standard deviations. The combined
result is 2.7 standard deviations above the SM expecta-
tion.

XV. DISCUSSION

The measured branching fraction is compared with
previous measurements in Fig. 23. The comparison is
performed using branching fractions from prior measure-
ments to assess both compatibility and relative accuracy.
For BABAR, the branching fractions are taken as given
in Refs. [10, 11]. Since Belle did not report branching
fractions in Refs. [9, 12] they are computed for this com-

parison based on the quoted observed number of events
and e�ciency taking into account statistical and system-
atic uncertainties. Note that BABAR uses a di↵erent
value of f

+� = 0.5 compared to the one adopted here.
However, due to the large statistical uncertainties, minor
di↵erences in the correction factors have a small impact
on the comparison of the results.

The ITA result is in agreement with the previous mea-
surements obtained using hadronic and inclusive tagging
methods. There are tensions of 2.3 and 1.8 standard de-
viations with the results obtained using semileptonic tag-
ging by the BABAR [11] and Belle [12] Collaborations,
respectively. The HTA result is in agreement with all
measurements. The precision of the ITA measurement is
comparable with the previous best results, despite being
obtained with a smaller data sample. The precision of
the HTA result exceeds that achieved by previous analy-
ses using hadronic tagging. The combined Belle II result
has comparable accuracy to the best single measurement,
reported by Belle using semileptonic tags.

A simplified weighted average of the five indepen-
dent measurements, obtained using symmetrized uncer-
tainties (see Fig. 23), yields a branching fraction of
(1.3 ± 0.4) ⇥ 10�5, and the corresponding �

2 per degree
of freedom is found to be 5.6/5, corresponding to a p-
value of 35%.

The analysis was initially performed in a manner de-
signed to reduce experimenter’s bias. The full analysis
procedure was developed and finalized before determin-
ing the branching fraction from data. However, several
checks and corrections were applied after the result was
obtained. The original measurement was initially lim-
ited to the ITA and optimized through simulation us-
ing a partial data set of 189 fb�1. In spring 2022, a fit
to the data revealed a significant deviation from the ex-
pectations of the SM. To validate the findings, the ITA
was repeated using a larger data sample while maintain-
ing the selection criteria employed in the original mea-
surement. As an additional consistency check, the HTA
was introduced. The new analyses underwent rigorous
consistency checks before the signal strength was once
again unveiled in spring 2023. The ITA and HTA results
were found to be in agreement, confirming the results of
the original 2022 analysis. Further comprehensive checks
were conducted in PID sidebands, leading to changes in
background modeling and an increase in systematic un-
certainties.

The postunveiling changes in the ITA are correc-
tions to the K

0
L reconstruction e�ciency in the ECL

and its uncertainty, motivated by the observed excess
in the pion-enriched sample (Sec. V C); correction to
the rate of D-meson decays involving K

0
L and its un-

certainty (Sec. IX B 2); and corrections to the B
+ !

K
+
K

0
K

0 decay modeling and corresponding uncertainty
(Sec. IX B 3). In addition, the treatment of the recon-
structed hadronic energy in the ECL was adjusted. In-
stead of keeping the scale at the nominal value, it is
now adjusted to the preferred value while keeping the

18

TABLE II. Sources of systematic uncertainty in the HTA (see caption of Table I for details).

Source Correction Uncertainty type, Uncertainty size Impact on �µ

parameters

Normalization of BB background Global, 1 30% 0.91
Normalization of continuum background Global, 2 50% 0.58
Leading B-decay branching fractions Shape, 3 O(1%) 0.10
Branching fraction for B+ ! K+K0

LK
0

L q2 dependent O(100%) Shape, 1 20% 0.20
Branching fraction for B ! D⇤⇤ Shape, 1 50% < 0.01
Branching fraction for B+ ! K+nn̄ q2 dependent O(100%) Shape, 1 100% 0.05
Branching fraction for D ! K0

LX +30% Shape, 1 10% 0.03
Continuum-background modeling, BDTc Multivariate O(10%) Shape, 1 100% of correction 0.29
Number of BB Global, 1 1.5% 0.07
Track finding e�ciency Global, 1 0.3% 0.01
Signal-kaon PID p, ✓ dependent O(10–100%) Shape, 3 O(1%) < 0.01
Extra-photon multiplicity n�extra dependent O(20%) Shape, 1 O(20%) 0.61
K0

L e�ciency Shape, 1 17% 0.31
Signal SM form factors q2 dependent O(1%) Shape, 3 O(1%) 0.06
Signal e�ciency Shape, 6 16% 0.42
Simulated-sample size Shape, 18 O(1%) 0.60

FIG. 15. Observed yields and fit results in bins of the ⌘(BDT2) ⇥ q2rec space obtained by the ITA simultaneous fit to the
o↵- and on-resonance data, corresponding to an integrated luminosity of 42 and 362 fb�1, respectively. The yields are shown
individually for the B+ ! K+⌫⌫̄ signal, neutral and charged B-meson decays and the sum of the five continuum categories.
The yields are obtained in bins of the ⌘(BDT2)⇥ q2rec space. The pull distributions are shown in the bottom panel.

not alter the ITA result significantly. The ITA sample
with removed overlapping events is used for the compat-
ibility checks. The ITA and HTA measurements agree,
with a di↵erence in signal strength of 1.2 standard devi-
ations.

XIII. CONSISTENCY CHECKS

Several checks are performed to test the validity of the
analysis.

Simulation and data events are divided into approxi-
mately same-size statistically independent samples (split
samples) according to various criteria: data-taking pe-
riod; missing-momentum direction; momentum of the
rest-of-event particles; number of photons, charged par-
ticles, and lepton candidates in the event; kaon direction;

19

FIG. 16. Twice the negative profile log-likelihood ratio as a
function of the signal strength µ for the ITA, HTA, and the
combined result. The value for each scan point is determined
by fitting the data, where all parameters but µ are varied.

kaon charge; and total charge of the reconstructed parti-
cles in the event. Fits are performed for each split sample,
and the results are presented in Fig. 21.

Good compatibility is observed between the split sam-
ples for the HTA. A tension at 2.4 standard deviations
is observed for the total charge split sample in the ITA.
Several studies are conducted to investigate this tension,
but they did not reveal any significant systematic e↵ects.
The total �

2 value per degrees of freedom for all tests in
the ITA is 12.5/9.

An important test involves the subdivision based on
the number of leptons in the ITA. Since there are no
leptons on the signal side, this test compares events in
which a (semi)leptonic B decay occurs in the ROE with
those in which a hadronic B decay occurs. The separa-
tion is confirmed by inspecting simulated events. Excel-
lent agreement is observed between the results in the two
split samples. This demonstrates the robustness of the
ITA procedure with respect to a particular signature in
the ROE.

For each common split sample, a comparison is also
performed between the ITA and the HTA, showing com-
patibility between 1 and 2 standard deviations.

An ITA fit fixing the normalization of the B back-
ground to the expectation and the normalization of the
continuum to the yield observed in o↵-resonance data
yields a reduction of the uncertainty on µ by 25% with
a downward change in µ that is consistent with zero
at 1.5 standard deviations. Performing a fit where the
50% constraints on the normalizations of all background
sources are released leads to a minimal change of µ by
0.1, with the uncertainty on µ increasing by only 5%.
Another fit in which the leading systematic uncertainties
are fixed also gives a consistent result. A fit to the 12
bins of ⌥ (4S) data only, i.e., excluding the o↵-resonance
data, changes µ by less than 0.1, while the uncertainty
increases by 2%. Similarly, a fit restricted to the 18 bins

with ⌘(BDT2) > 0.94 yields a change in µ of less than 0.1,
while the uncertainty increases by 3%. Additional fits are
conducted to study the stability of the result with respect
to q

2
rec

. In these fits, the B background normalization is
fixed to its expected value due to increased uncertainties,
and the normalization of the continuum is set based on
the yield observed in o↵-resonance data. The fits are sep-
arately performed for the low q

2
rec

< 4 GeV2
/c

4 and high
q
2
rec

> 4 GeV2
/c

4 SR bins. The results from these fits are
consistent within 1.4 standard deviations.

The ITA method is further validated by performing a
branching fraction measurement of the B

+ ! ⇡
+
K

0 de-
cay. This decay is reconstructed by measuring the recoil
of the ⇡

+, while the K
0 is not directly detected. In this

case, the B
+ ! ⇡

+
K

0 channel exhibits a signature simi-
lar to B

+ ! K
+
⌫⌫̄, with comparable selection e�ciency

and purity. The known branching fraction, measured us-
ing K

0
S in the final state, is (2.34±0.08)⇥10�5 [14]. With

respect to the nominal B
+ ! K

+
⌫⌫̄ analysis, the follow-

ing modifications are implemented for this validation: (i)
positive pion identification is used instead of kaon identi-
fication; (ii) a bin boundary of the SR in q

2
rec

is changed
from 4 GeV2

/c
4 to 2 GeV2

/c
4 to increase sensitivity; (iii)

the fit model uses only three sources of background (con-
tinuum, neutral B decays, charged B decays excluding
B

+ ! ⇡
+
K

0), and the signal B
+ ! ⇡

+
K

0 decays; (iv)
systematic uncertainties are restricted to those originat-
ing from limited sizes of the simulated samples and global
normalization uncertainties; (v) the fit is restricted to the
data sample collected at the ⌥ (4S) resonance.

Based on the simulation, 80% of K
0 within the SR are

K
0
L while the remaining 20% are K

0
S . The B

+ ! ⇡
+
K

0

SR corresponds to a signal-selection e�ciency of 4.4%
with 0.9% purity, which can be compared to the 8% and
0.9% values for the B

+ ! K
+
⌫⌫̄, respectively. However,

the yield is almost 3 times higher, providing a sensitive
test of the SR modeling. The fit quality is good, with
a p-value of 83%. The branching fraction of the B

+ !
⇡

+
K

0 decay is found to be (2.5 ± 0.5) ⇥ 10�5, consistent
with the known value. The distribution of q

2
rec

with the
background and signal components normalized using the
fit result is shown in Fig. 22. The distribution of q

2
rec

for
events with ⌘(BDT2) > 0.98 is shown in Supplemental
Material [36].

XIV. COMBINATION

The consistency of the two analyses and the small size
of the overlap between the HTA and ITA samples allows
the combination of the results, which achieves a 10% in-
crease in precision over the ITA result alone. This is
done through a profile likelihood fit, incorporating cor-
relations between common systematic uncertainties. In
order to eliminate statistical correlation, common data
events are excluded from the ITA dataset prior to the
combination. Nuisance parameters corresponding to the
number of BB events, signal form factors, and branch-

• First evidence of the  processB → Kνν̄

Hadronic tag: 

 significance wrt bkg only
 deviation from SM

ℬ = (1.1+0.9 +0.8
−0.8 −0.5) × 10−5

1.1 σ
0.6 σ

Combination:

 significance wrt bkg only
 deviation from SM

ℬ = (2.3 ± 0.5+0.5
−0.4) × 10−5

3.5 σ
2.7 σ

μ =
ℬ

ℬSM

• Fit strategy: 
• Binned maximum likelihood fit to extract parameter of interest signal strength μ

μ =
ℬ

ℬSM
,  where ℬSM = 4.97 × 10−6 Inclusive tag fit: Classifier output and mass square of 

neutrino pair
Hadronic tag fit: Classifier output 
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  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 

11.0+6.5
−5.5 2.5σ

→

→

17

  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 
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Preliminary‣ Higher observed significance than estimated . 

‣ Starting to reach SM prediction. 

‣ Uncertainties are comparable between Belle and 
Belle II even though smaller dataset.  

‣ 5x improvement over previous best UL.

(1.2σ)

BELLE
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TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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 decaysB0 → γγ

• Very rare decay with expected  to be 
• Uncertainty dominated by the uncertainty on 

• Experimentally challenging due to presence of two photons; large backgrounds 

ℬ (1.4+1.4
−0.8) × 10−8

λb [JHEP 12, 169 (2020)]

Introduction Belle and Belle II B0 ! �� B ! K⇤� B ! ⇢� b ! d`+`� B ! J/ X Summary

B0 ! �� at Belle + Belle II

Decay in SM through loop diagram with W�
emitted and absorbed

Long distance penguin contribution

Suppressed by factor |Vtd |/|Vts | ⇡ 0.04 compared to Bs ! ��

SM prediction: B(B0 ! ��) = (1.4+1.4
�0.8) · 10�8

[JHEP12(2020)169]

4 / 13

• First studied at L3 (PLB 363 (1995) 137-144) and the most stringent limit is by Babar (PRD 83, 032006 
(2011))

• Combined Belle (694 ) + Belle II (362 ) data
• Signal reconstruction using two photons, where  GeV
• Use timing cuts to remove peaking back-to-back off-time photons, and separate BDT to veto 

• Use  as control sample

 fb−1  fb−1

Eγ ∈ (1.4, 3.4)

π0/η → γγ
B0 → K*0(892)γ

PRD 110, L031106 (2024)
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  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 

11.0+6.5
−5.5 2.5σ

→

→

17

  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 
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2.5σ
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Preliminary‣ Higher observed significance than estimated . 

‣ Starting to reach SM prediction. 

‣ Uncertainties are comparable between Belle and 
Belle II even though smaller dataset.  

‣ 5x improvement over previous best UL.

(1.2σ)

BELLE
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TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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 decaysB0 → γγ
• Simultaneous 3D fit to ,  and  (transformed BDT to suppress continuum ( ) 

background)
Mbc ΔE C′￼

BDT qq̄
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  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 

11.0+6.5
−5.5 2.5σ

→
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  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 
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Preliminary‣ Higher observed significance than estimated . 

‣ Starting to reach SM prediction. 

‣ Uncertainties are comparable between Belle and 
Belle II even though smaller dataset.  

‣ 5x improvement over previous best UL.

(1.2σ)
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TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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• improvement in limit wrt previous best result from Babar
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−5.5 2.5 σ
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5 ×

The measured branching fractions and the resulting upper
limits on BðB0 → γγÞ at 90% credibility level, including the
systematic uncertainties, are summarized in Table III.
In summary, we have searched for the decay B0 → γγ
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resonance by the Belle and Belle II experiments. No
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FIG. 2. Signal enhanced projections of Mbc (left), ΔE (middle), and C0
BDT (right) for the B0 → γγ analysis using the Belle (top) and

Belle II (bottom) dataset. For each plot, we apply the signal region selection criteria on the variables other than the plotted variable.
The signal regions for the first two variables are as follows, 5.27 < Mbc < 5.29 GeV=c2 and −0.19 < ΔE < 0.14 GeV for Belle and
5.27 < Mbc < 5.29 GeV=c2 and −0.19 GeV < ΔE < 0.15 GeV for Belle II. The cyan (dashed), red (dotted), and blue (solid) color
distributions represent the signal, continuum background, and total fit function, respectively. Points with error bars represent data.

TABLE III. Summary of BðB0 → γγÞ measurements and UL’s
at 90% credibility level.

BðB0 → γγÞ UL on BðB0 → γγÞ

Belle ð5.4þ3.3
−2.6 $ 0.5Þ × 10−8 <9.9 × 10−8

Belle II ð1.7þ3.7
−2.4 $ 0.3Þ × 10−8 <7.4 × 10−8

Combined ð3.7þ2.2
−1.8 $ 0.5Þ × 10−8 <6.4 × 10−8

I. ADACHI et al. PHYS. REV. D 110, L031106 (2024)

L031106-6

PRD 110, L031106 (2024)
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Search for  decaysB0 → K*0τ+τ−

• Belle II 362  data

• No excess signal is 
observed  upper limit

 CL 
Most stringent limit so far

fb−1

→

ℬUL < 1.8 × 10−3@90 %

• FCNC  transition
• SM prediction  

• NP models which accommodate  anomalies predict an 
enhancement of several order magnitude with  pairs in 
the final state

• Experimentally challenging: small BF, Large background, upto 
4 neutrinos in the final state 

• BDT is trained using missing energy, extra cluster energy in 
EM calorimeter, ,  etc

b → s
ℬ = (0.98 ± 0.10) × 10−7

b → cτl
ττ

M(K*0tτ) q2

Υ(4S) e+

K*
B−

sig

B+
tag

K+ π−

τ+

τ−

tτ = ℓ, π, ρ

ℓ, π, ρ

Missing energy

e−

12

• Combinations of sub-track from  lead 
to 4 categories:  , , ,  

• BDT is trained using missing energy, 
extra cluster energy in EM calorimeter, 

 , , etc. 

• BDT output (BDT) is used to extract 
the signal yield with simultaneous fit 
to 4 categories 

τ
ℓℓ ℓπ ππ ρX

𝙼(𝙺*𝟶𝚝τ) 𝚚𝟸

η

1.8 × 10  at 90% CLℬ𝚄𝙻 = −𝟹

The most stringent limit on the  decay and in general on  transition!𝙱𝟶 → 𝙺*𝟶τ+τ− 𝚋 → 𝚜ττ

Validation: 
• Total efficiency and Peaking :  sample, replace   with  (14% uncertainty) 

• Non-peaking : sample with  and  having same flavor 

•  background is scaled by off-resonance data

𝙱𝟶𝙱̄𝟶 𝙱𝟶 → 𝙺*𝟶𝙹/ψ 𝙺*𝟶𝙹/ψ 𝙺*𝟶τ+τ−

𝙱𝙱̄ 𝙱𝚜𝚒𝚐 𝙱𝚝𝚊𝚐
𝚚𝚚̄

Twice better with only half sample wrt Belle! 
Better tagging + more categories + BDT classifer… 

 Search for : Strategy and result𝙱𝟶 → 𝙺*𝟶τ+τ−
 as an example [best sensitivity]ℓℓ

• BDT output to extract signal yield with simultaneous fit to four ( ) categoriesℓℓ, ℓπ, ππ, ρX

     Slavomira Stefkova, slavomira.stefkova@kit.edu                                                                                               APS meeting, Sacramento21

  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 

11.0+6.5
−5.5 2.5σ

→

→

17

  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 

Mbc ΔE
C′ BDT

= 11.0+6.5
−5.5

2.5σ
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Preliminary‣ Higher observed significance than estimated . 

‣ Starting to reach SM prediction. 

‣ Uncertainties are comparable between Belle and 
Belle II even though smaller dataset.  

‣ 5x improvement over previous best UL.
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TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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Search for  decaysB0 → K0
Sτ±ℓ∓(ℓ = e, μ)

Search for LFV B0 æ K0
S· l @ Belle and Belle II

BDT is used to remove charm
meson semileptonic decays
background.
PDFs (Johnson’s SU function)
are used to model M·

These results are among
the most stringent limits

achieved of b æ s· l
transition to date.

Paolo Leo cLFV at Belle and Belle II September 17, 2024 18 / 21

• Belle + Belle II (711 + 364 )
• No excess signal is observed  

upper limit at 90% CL

 fb−1

→

 Search for : Motivations𝙱𝟶 → 𝙺𝟶
𝚜τ±ℓ∓

14

 excess and  anomalies indicate the possibility of 
new heavy particles couple preferentially to second and third generation leptons. 
The BSM extensions predict that the decay rates for LFV decays are 
close to current experimental sensitivity 
Third-generation couplings +  lepton mass ->sensitivity to new physics

ℬ(𝙱± → 𝙺±νν̄) 𝚋 → 𝚌τℓ

𝚋 → 𝚜τℓ

τ

𝙱̄𝟶
𝚝𝚊𝚐 𝙱𝟶

𝚜𝚒𝚐

 𝙺𝟶
𝚂

ℓ+

τ−

𝚝−
τ = μ, 𝚎, π, ρ

Recoiling 𝙼τ

𝙱+

𝙱𝟶

LHCb (9 fb ) ,  [JHEP06, 129, 2020] [JHEP06, 143, 2023]−𝟷 𝙱+ → 𝙺+τ+μ− 𝙱𝟶 → 𝙺*𝟶τ±μ∓
Belle (711 fb )  [PRL130, 261802, 2023]−𝟷 𝙱+ → 𝙺+τ±ℓ∓
BaBar (428 fb )   [PRD86, 012004, 2012]−𝟷 𝙱+ → 𝙺+τ±ℓ∓

×10−𝟻

 BELLE+Belle II (711+364 fb ) + hadronic B-tagging −𝟷

Today: first search in  𝙱𝟶 → 𝙺𝟶
𝚜τ±ℓ∓

searches𝚋 → 𝚜τℓ

most 
stringent

• Has neutrinos only from one    can compute recoiling mass of  

     (unlike , etc) 

•  purity is larger than 98% 

• Reject dominant bkg: B semi-leptonic decay 
• BDT for remaining bkg suppression 

τ ⇔ τ
𝙱+ → 𝙺+νν̄ 𝙱𝟶 → 𝙺*𝟶τ+τ−

𝙺𝟶
𝚂

 Search for : Strategy𝙱𝟶 → 𝙺𝟶
𝚜τ±ℓ∓

15

τ−

𝚝−
τ = μ, 𝚎, π, ρ

The first search in   𝙱𝟶 → 𝙺𝟶
𝚜τ±ℓ∓

90% CL upper limits are derived 

The results  are among the most stringent limit

Most stringent limit so far
Results are preliminary;
Paper in preparation
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  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 

11.0+6.5
−5.5 2.5σ

→

→

17

  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 

Mbc ΔE
C′ BDT

= 11.0+6.5
−5.5

2.5σ
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Preliminary‣ Higher observed significance than estimated . 

‣ Starting to reach SM prediction. 

‣ Uncertainties are comparable between Belle and 
Belle II even though smaller dataset.  

‣ 5x improvement over previous best UL.

(1.2σ)

BELLE

5

TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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Estimated 
 ℬ < 4.4 × 10−8

Fit projections on   and  Mbc C′ 

BDT

Expected 90 C.L.   4.4 × 10−8

• NP coupling preferentially to 2nd and 3rd generation leptons could result decay to LFV 

First search for the decay 
• Has neutrinos only from one can compute the recoil mass ( )
•  reconstructed from pair of charged pions  98% purity
• BDT is trained to suppress the remaining bkg

b → sτℓ

B0 → K0
Sτ±ℓ∓

τ ⇒ Mτ

K0
S ⇒

M2
τ = (pe+e− − pK − pℓ − pBtag

)2

Chandiprasad.kar@cern.ch
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Search for  decayB0
s → ϕμ±τ∓
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First search for the decay 

• 9  from Run 1+ Run 2 dataset 

B0
s → ϕμ±τ∓

 fb−1

•  is produced at low rate but low background
• Signal reconstruction with  and  

(including )
• Missing neutrino: reconstruct  mass using vertex and 

kinematic constraints

B0
s

ϕ → K+K− τ → 3π
τ → 3ππ0

B0
s
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Figure 3: Distributions of mfit overlaid with the fit results corresponding to four background
models: (top left) exponential, (top right) linear, (bottom left) quadratic, and (bottom right) the
product of linear and exponential functions. The linear background shape provides the overall
best-fit point. The peaking D�⇡+ background with a misidentified muon and the two signal
shapes are also shown.
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Figure 4: Left: Observed test-statistic scans for each of the four background shapes (exponential,
linear, quadratic, and the product of linear and exponential functions). Right: the p-values
obtained for the signal branching fraction from the observed test-statistics and their sampling
distributions, together with the median expected limit and its 1� and 2� intervals. The limit at
90% CL is indicated by the crossed lines.
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Linear
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Figure 3: Distributions of mfit overlaid with the fit results corresponding to four background
models: (top left) exponential, (top right) linear, (bottom left) quadratic, and (bottom right) the
product of linear and exponential functions. The linear background shape provides the overall
best-fit point. The peaking D�⇡+ background with a misidentified muon and the two signal
shapes are also shown.
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Figure 4: Left: Observed test-statistic scans for each of the four background shapes (exponential,
linear, quadratic, and the product of linear and exponential functions). Right: the p-values
obtained for the signal branching fraction from the observed test-statistics and their sampling
distributions, together with the median expected limit and its 1� and 2� intervals. The limit at
90% CL is indicated by the crossed lines.

8

ℬ(B0
s → ϕμ±τ∓) < 1.0 × 10−5 at 90% CL

ℬ(B0
s → ϕμ±τ∓) < 1.1 × 10−5 at 95% CL

• No significant signal observed over background-
only hypothesis

• Best fit used the linear background model, 
extracted BF is 4.1 × 10−6

[ JHEP 06 (2020) 129
JHEP 06 (2023) 143]

• First upper limit on this decay mode  
competitive with other  searches 

→
b → sμτ

Chandiprasad.kar@cern.ch

https://arxiv.org/pdf/2405.13103
https://link.springer.com/article/10.1007/JHEP06(2020)129
https://link.springer.com/article/10.1007/JHEP06(2023)143
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Conclusion

• In the search for physics beyond the Standard Model, rare B decays are one of the key tools

• Belle, Belle II, CMS and LHCb are producing world-leading results in rare B decays:
• Results: 

• First LFU test in high-  at LHCb with  decay mode: most precise to date (new)
• First LFU test in  decays and first observation of 
• First angular analysis  at low  region
• Angular analysis of  and 
• Evidence of   by Belle II
• Best upper limit on  by Belle II
• Several searches of  decays in LHCb and Belle II

• All the analysis presented today are in agreement with the SM predictions

• Most of the measurements are statistically limited  bigger datasets are of particular interest!

q2 B0
s

B0
s B0

s → ϕe+e−

B0
s → ϕe+e− q2

B0 → K*0e+e− Λ0
b → pK−μ+μ−

B+ → K+νν̄
B0 → γγ
b → sτℓ

→

Chandiprasad.kar@cern.ch
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Prospects

• LHCb Run 3 and 4 data will increase the number of recorded  decays by a 
several factors which will improve the measurements

• Data collected in 2024 is 9.6 fb

B
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Figure 2.4: Projected sensitivity (2� contours) with the LHCb Upgrade II detector and a total
integrated luminosity of 300 fb�1 to the real and imaginary part of the ratio of right- and
left-handed Wilson coe�cients, C 0

7
and C7, obtained with the flavio software package [54].

The contours for an integrated luminosity of 23 fb�1 corresponding to the end of Run 3 are also
shown for comparison. Constraints are shown from observables that probe the polarisation of an
on- or o↵-shell photon emitted in b ! s� transitions. The size of the uncertainties (extrapolated
assuming a

p
L scaling) are given in Table 2.1 and the central values of the observables are

arbitrarily set to the SM predictions.

couplings). The contribution from this operator in b! s`+`� decays tends to be dominant at
very low values of q2 = m2(`+`�). The combination |C7|

2 + |C 0
7
|
2 is strongly constrained by

measurements of the inclusive b ! s� branching fraction, but independent constraints on C 0
7

are
still required. Indeed, many NP models introduce new right-handed currents at high energy,
that could cause a non-zero value of C 0

7
. The ratio |C 0

7
/C7| can be determined precisely at LHCb

Upgrade II through measurement of the parameter ↵� that quantifies the polarisation of the
emitted photon in ⇤0

b ! ⇤� decays. In addition, the real and imaginary parts of C 0
7
/C7 can be

independently determined from the angular distribution of B0
! K⇤0e+e� decays at low q2, in

particular through measurements of the observables A(2)

T
and AIm

T
, and from the parameters

A
�� and S of the B0

s ! �� decay-time distribution. A projection of the achievable sensitivity,
obtained from completely di↵erent experimental approaches and extrapolating from existing
measurements [51–53], is shown in Fig. 2.4. The sensitivity that is ultimately achievable will
depend strongly on the performance of the LHCb Upgrade II ECAL in photon and electron
reconstruction.

Tests of Lepton Flavour Universality. Within the Standard Model, the couplings of the
gauge bosons to the three di↵erent flavours of charged lepton, e, µ and ⌧ , are identical. This is
not related to any fundamental axiom of the SM, but rather is an accidental symmetry. Indeed,
the only feature that distinguishes the charged leptons in the SM is their di↵erent masses (or
equivalently their Yukawa couplings to the Higgs boson). Since lepton flavour universality in the
gauge couplings is exact in the SM, and corrections due to mass e↵ects are calculable to good
precision, it provides an excellent testing group for NP theories where the universality can be
violated.

12

Table 2.1: Anticipated uncertainties at future upgrades of LHCb for some key flavour observables,
modified and updated from Ref. [3]. Upgrade I projections are given both with the data
sample available after Run 3 (23 fb�1) and with that after Run 4 (50 fb�1). Uncertainties are
extrapolated assuming that systematic uncertainties will not becoming limiting (see Ref. [3] for
further discussion).

Observable Current LHCb Upgrade I Upgrade II
(up to 9 fb�1) (23 fb�1) (50 fb�1) (300 fb�1)

CKM tests
� (B ! DK, etc.) 4� [9, 10] 1.5� 1� 0.35�

�s (B0
s ! J/ �) 32 mrad [8] 14mrad 10mrad 4 mrad

|Vub|/|Vcb| (⇤0
b ! pµ�⌫µ, etc.) 6% [29,30] 3% 2% 1%

ad
sl

(B0
! D�µ+⌫µ) 36 ⇥ 10�4 [34] 8 ⇥ 10�4 5 ⇥ 10�4 2 ⇥ 10�4

as
sl

(B0
s ! D�

s µ+⌫µ) 33 ⇥ 10�4 [35] 10 ⇥ 10�4 7 ⇥ 10�4 3 ⇥ 10�4

Charm
�ACP (D0

! K+K�,⇡+⇡�) 29 ⇥ 10�5 [5] 13 ⇥ 10�5 8 ⇥ 10�5 3.3 ⇥ 10�5

A� (D0
! K+K�,⇡+⇡�) 11 ⇥ 10�5 [38] 5 ⇥ 10�5 3.2 ⇥ 10�5 1.2 ⇥ 10�5

�x (D0
! K0

S⇡
+⇡�) 18 ⇥ 10�5 [37] 6.3 ⇥ 10�5 4.1 ⇥ 10�5 1.6 ⇥ 10�5

Rare Decays
B(B0

! µ+µ�)/B(B0
s ! µ+µ�) 69% [40,41] 41% 27% 11%

Sµµ (B0
s ! µ+µ�) — — — 0.2

A(2)

T
(B0

! K⇤0e+e�) 0.10 [52] 0.060 0.043 0.016
AIm

T
(B0

! K⇤0e+e�) 0.10 [52] 0.060 0.043 0.016
A

��

�� (B0
s ! ��) +0.41

�0.44 [51] 0.124 0.083 0.033
S��(B0

s ! ��) 0.32 [51] 0.093 0.062 0.025
↵�(⇤0

b ! ⇤�) +0.17
�0.29 [53] 0.148 0.097 0.038

Lepton Universality Tests
RK (B+

! K+`+`�) 0.044 [12] 0.025 0.017 0.007
RK⇤ (B0

! K⇤0`+`�) 0.12 [61] 0.034 0.022 0.009
R(D⇤) (B0

! D⇤�`+⌫`) 0.026 [62,64] 0.007 0.005 0.002

2.3.1 Prospects for running LHCb at high luminosity

For fixed values of the HL-LHC beam parameters (number of bunches, filling scheme, bunch
population, bunch length, transverse emittance) the luminosity delivered at LHCb will essentially
depend on the minimum �⇤ and crossing angle2 achievable at the interaction point. LHCb physics
will benefit from maximising the RMS of the luminous region, both in space and time, since this
allows to better resolve the primary interaction vertices in a high pile-up environment [2].

The minimum �⇤ and crossing angle are constrained by the available magnet strength, beam-
beam e↵ects, and aperture considerations. A possible set of HL-LHC compatible parameters
have been identified and are listed in Table 2.2, for a vertical crossing angle. This configuration
will achieve identical interaction point (IP) characteristics (luminosity, pile-up, and size of the
beam spot) for each detector magnet polarity, which is highly desirable for the LHCb physics
programme, since it minimises systematic uncertainties in CP -violation measurements. As a
result, the luminosity integrated per year at LHCb is ⇠ 50 fb�1, for a target leveled luminosity
of at least 1.5 ⇥ 1034 cm�2s�1. In the same table, the luminosity integrated per year by ATLAS
and CMS is also given, which takes into account the additional beam burn-o↵ at the LHCb
collision point, and this results in a ⇠ 2 % decrease with respect to the Run 4 expectation (other

2The crossing angle is defined as the full angle between the two nominal beam directions at LHCb.
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Prospects
Table 62: Sensitivities of observables for radiative exclusive B decays. We assume that 5 ab�1

of data will be taken on the ⌥ (5S) resonance by Belle II. Some numbers at Belle are extrapo-

lated to 0.71 ab�1 (0.12 ab�1) for the Bu,d (Bs) decay. As in Table 61 the quoted uncertainties

are depending on the observable either relative or absolute ones.

Observables Belle 0.71 ab�1 (0.12 ab�1) Belle II 5 ab�1 Belle II 50 ab�1

�0+(B ! K⇤�) 2.0% 0.70% 0.53%

ACP (B0 ! K⇤0�) 1.7% 0.58% 0.21%

ACP (B+ ! K⇤+�) 2.4% 0.81% 0.29%

�ACP (B ! K⇤�) 2.9% 0.98% 0.36%

SK⇤0� 0.29 0.090 0.030

Br(B0 ! ⇢0�) 24% 7.6% 4.5%

Br(B+ ! ⇢+�) 30% 9.6% 5.0%

Br(B0 ! !�) 50% 14% 5.8%

�0+(B ! ⇢�) 18% 5.4% 1.9%

ACP (B0 ! ⇢0�) 44% 12% 3.8%

ACP (B+ ! ⇢+�) 30% 9.6% 3.0%

ACP (B0 ! !�) 91% 23% 7.7%

�ACP (B ! ⇢�) 53% 16% 4.8%

S⇢0� 0.63 0.19 0.064

|Vtd/Vts|⇢/K⇤ 12% 8.2% 7.6%

Br(B0
s ! ��) 23% 6.5% –

Br(B0 ! K⇤0�)/Br(B0
s ! ��) 23% 6.7% –

Br(B0
s ! K⇤0�) – 15% –

ACP (B0
s ! K⇤0�) – 15% –

Br(B0
s ! K⇤0�)/Br(B0

s ! ��) – 15% –

Br(B0 ! K⇤0�)/Br(B0
s ! K⇤0�) – 15% –

The ⇢ and ! mesons are reconstructed from two-pion and three-pion final states. Hard

photon candidates are combined with the light mesons to form B-meson candidates. A dom-

inant continuum background can be suppressed by a multivariate analysis with event shape

variables. The large b ! s� background which peaks in �E and Mbc can be significantly

suppressed by the new PID system, using the iTOP for the barrel region and the ARICH

for the forward endcap region.

Assuming that that the current central experimental value of āI(⇢�) is confirmed, Belle II

can observe a 5� deviation from the SM prediction already with 6 ab�1. With 50 ab�1 of

data the statistical uncertainty (1.7%) will dominate the measurement with the largest

systematic uncertainties arising from f+�/f00 (0.5%) and background modelling (0.5%). In

total a precision of 1.9% on āI(⇢�) will be achievable at Belle II, which compares favourably

with the current theoretical SM uncertainty of 2.8% as quoted in (230).

The CP asymmetries in the case of charged and neutral B mesons are measured in dif-

ferent ways. The mode B+ ! ⇢+� is self-flavour tagging thus allowing for a straightforward

measurement of the direct CP asymmetry. In contrast, B0 ! ⇢0� is not a flavour eigenstate,

yet a time-dependent measurement with flavour tagging will allow to extract both ACP and
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Table 62: Sensitivities of observables for radiative exclusive B decays. We assume that 5 ab�1

of data will be taken on the ⌥ (5S) resonance by Belle II. Some numbers at Belle are extrapo-

lated to 0.71 ab�1 (0.12 ab�1) for the Bu,d (Bs) decay. As in Table 61 the quoted uncertainties

are depending on the observable either relative or absolute ones.

Observables Belle 0.71 ab�1 (0.12 ab�1) Belle II 5 ab�1 Belle II 50 ab�1

�0+(B ! K⇤�) 2.0% 0.70% 0.53%

ACP (B0 ! K⇤0�) 1.7% 0.58% 0.21%

ACP (B+ ! K⇤+�) 2.4% 0.81% 0.29%

�ACP (B ! K⇤�) 2.9% 0.98% 0.36%

SK⇤0� 0.29 0.090 0.030

Br(B0 ! ⇢0�) 24% 7.6% 4.5%

Br(B+ ! ⇢+�) 30% 9.6% 5.0%

Br(B0 ! !�) 50% 14% 5.8%

�0+(B ! ⇢�) 18% 5.4% 1.9%

ACP (B0 ! ⇢0�) 44% 12% 3.8%

ACP (B+ ! ⇢+�) 30% 9.6% 3.0%

ACP (B0 ! !�) 91% 23% 7.7%

�ACP (B ! ⇢�) 53% 16% 4.8%

S⇢0� 0.63 0.19 0.064

|Vtd/Vts|⇢/K⇤ 12% 8.2% 7.6%

Br(B0
s ! ��) 23% 6.5% –

Br(B0 ! K⇤0�)/Br(B0
s ! ��) 23% 6.7% –

Br(B0
s ! K⇤0�) – 15% –

ACP (B0
s ! K⇤0�) – 15% –

Br(B0
s ! K⇤0�)/Br(B0

s ! ��) – 15% –

Br(B0 ! K⇤0�)/Br(B0
s ! K⇤0�) – 15% –

The ⇢ and ! mesons are reconstructed from two-pion and three-pion final states. Hard

photon candidates are combined with the light mesons to form B-meson candidates. A dom-

inant continuum background can be suppressed by a multivariate analysis with event shape

variables. The large b ! s� background which peaks in �E and Mbc can be significantly

suppressed by the new PID system, using the iTOP for the barrel region and the ARICH

for the forward endcap region.

Assuming that that the current central experimental value of āI(⇢�) is confirmed, Belle II

can observe a 5� deviation from the SM prediction already with 6 ab�1. With 50 ab�1 of

data the statistical uncertainty (1.7%) will dominate the measurement with the largest

systematic uncertainties arising from f+�/f00 (0.5%) and background modelling (0.5%). In

total a precision of 1.9% on āI(⇢�) will be achievable at Belle II, which compares favourably

with the current theoretical SM uncertainty of 2.8% as quoted in (230).

The CP asymmetries in the case of charged and neutral B mesons are measured in dif-

ferent ways. The mode B+ ! ⇢+� is self-flavour tagging thus allowing for a straightforward

measurement of the direct CP asymmetry. In contrast, B0 ! ⇢0� is not a flavour eigenstate,

yet a time-dependent measurement with flavour tagging will allow to extract both ACP and
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Table 63: Belle II sensitivities for the Bd.s ! �� modes. We assume that 5 ab�1 of data

will be taken on the ⌥ (5S) resonance at Belle II. Some numbers at Belle are extrapolated

to 0.71 ab�1 (0.12 ab�1) for the Bd (Bs) decay. The given branching ratio and asymmetry

uncertainties are relative and absolute uncertainties, respectively.

Observables Belle 0.71 ab�1 (0.12 ab�1) Belle II 5 ab�1 Belle II 50 ab�1

Br(Bd ! ��) < 740% 30% 9.6%

ACP (Bd ! ��) – 78% 25%

Br(Bs ! ��) < 250% 23% –

Compared to B ! Xs�, the double-radiative process B ! Xs�� is suppressed by an addi-

tional factor of ↵/(4⇡), which leads to the naive expectation Br(B ! Xs��)SM = O(10�7).

Given its small branching ratio it is unsurprising that the mode B ! Xs�� has not been

observed so far.

Even though it is very rare compared to the single radiative B ! Xs� decay, the double-

radiative process has some features that make it worthwhile to study it at Belle II. These

features are:

(i) In contrast to B ! Xs�, the current-current operators Q1,2 contribute to B ! Xs��

via 1PI diagrams already at LO. As a result, measurements of the double-radiative

decay mode would allow to put bounds on these 1PI corrections.

(ii) For B ! Xs�� one can study more complicated distributions such as d2�/(dE1dE2),

where E1,2 are the final state photon energies, or a forward-backward asymmetry (AFB)

that can provide additional sensitivity to BSM physics.

In order to exploit these features in a clean way, SM predictions beyond the LO are needed.

A first step towards achieving NLO accuracy has been made in [543, 544] by the calculation

of the (Q7, Q7) interference contribution to the di↵erential distributions at O(↵s). In the lat-

ter works it has been shown that the NLO corrections associated to (Q7, Q7) are large and

can amount to a relative change of around ±50% compared to the corresponding LO pre-

dictions [545–548]. Further progress towards B ! Xs�� at NLO was made recently in [549]

by providing the (Q8, Q8) self-interference contribution. Although these corrections should

be suppressed relative to those from (Q7, Q7) by
��Ce↵

8 Qd/Ce↵
7

��2 ' 3% the appearance of

collinear logarithms ln(ms/mb) could upset this naive expectation. One important outcome

of the work [549] is that the logarithmically-enhanced contributions stay small in the full

phase-space, and as a result the (Q8, Q8) interference represents only a subleading NLO cor-

rection. The NLO calculation of the numerically important (Q7, Q7) interference contribution

has very recently been extended to the case of a non-zero s-quark mass [550].

Including all known perturbative corrections the state-of-the-art SM prediction reads [550]

Br(B ! Xs��)c=0.02
SM = (0.9 ± 0.3) · 10�7 , (251)

where c represents a cut on the phase-space (for details see [550]) which guarantees that

the two photons are not soft and also not parallel to each other. The quoted uncertainty

is dominated by the error due to scale variations µb 2 [mb/2, 2mb]. Since scale ambiguities

represent the largest theoretical uncertainty at present, a more reliable SM prediction can

only be achieved by calculating further NLO corrections such as for instance the (Q1,2, Q7)
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Table 63: Belle II sensitivities for the Bd.s ! �� modes. We assume that 5 ab�1 of data

will be taken on the ⌥ (5S) resonance at Belle II. Some numbers at Belle are extrapolated

to 0.71 ab�1 (0.12 ab�1) for the Bd (Bs) decay. The given branching ratio and asymmetry

uncertainties are relative and absolute uncertainties, respectively.

Observables Belle 0.71 ab�1 (0.12 ab�1) Belle II 5 ab�1 Belle II 50 ab�1

Br(Bd ! ��) < 740% 30% 9.6%

ACP (Bd ! ��) – 78% 25%

Br(Bs ! ��) < 250% 23% –

Compared to B ! Xs�, the double-radiative process B ! Xs�� is suppressed by an addi-

tional factor of ↵/(4⇡), which leads to the naive expectation Br(B ! Xs��)SM = O(10�7).

Given its small branching ratio it is unsurprising that the mode B ! Xs�� has not been

observed so far.

Even though it is very rare compared to the single radiative B ! Xs� decay, the double-

radiative process has some features that make it worthwhile to study it at Belle II. These

features are:

(i) In contrast to B ! Xs�, the current-current operators Q1,2 contribute to B ! Xs��

via 1PI diagrams already at LO. As a result, measurements of the double-radiative

decay mode would allow to put bounds on these 1PI corrections.

(ii) For B ! Xs�� one can study more complicated distributions such as d2�/(dE1dE2),

where E1,2 are the final state photon energies, or a forward-backward asymmetry (AFB)

that can provide additional sensitivity to BSM physics.

In order to exploit these features in a clean way, SM predictions beyond the LO are needed.

A first step towards achieving NLO accuracy has been made in [543, 544] by the calculation

of the (Q7, Q7) interference contribution to the di↵erential distributions at O(↵s). In the lat-

ter works it has been shown that the NLO corrections associated to (Q7, Q7) are large and

can amount to a relative change of around ±50% compared to the corresponding LO pre-

dictions [545–548]. Further progress towards B ! Xs�� at NLO was made recently in [549]

by providing the (Q8, Q8) self-interference contribution. Although these corrections should

be suppressed relative to those from (Q7, Q7) by
��Ce↵

8 Qd/Ce↵
7

��2 ' 3% the appearance of

collinear logarithms ln(ms/mb) could upset this naive expectation. One important outcome

of the work [549] is that the logarithmically-enhanced contributions stay small in the full

phase-space, and as a result the (Q8, Q8) interference represents only a subleading NLO cor-

rection. The NLO calculation of the numerically important (Q7, Q7) interference contribution

has very recently been extended to the case of a non-zero s-quark mass [550].

Including all known perturbative corrections the state-of-the-art SM prediction reads [550]

Br(B ! Xs��)c=0.02
SM = (0.9 ± 0.3) · 10�7 , (251)

where c represents a cut on the phase-space (for details see [550]) which guarantees that

the two photons are not soft and also not parallel to each other. The quoted uncertainty

is dominated by the error due to scale variations µb 2 [mb/2, 2mb]. Since scale ambiguities

represent the largest theoretical uncertainty at present, a more reliable SM prediction can

only be achieved by calculating further NLO corrections such as for instance the (Q1,2, Q7)
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Table 62: Sensitivities of observables for radiative exclusive B decays. We assume that 5 ab�1

of data will be taken on the ⌥ (5S) resonance by Belle II. Some numbers at Belle are extrapo-

lated to 0.71 ab�1 (0.12 ab�1) for the Bu,d (Bs) decay. As in Table 61 the quoted uncertainties

are depending on the observable either relative or absolute ones.

Observables Belle 0.71 ab�1 (0.12 ab�1) Belle II 5 ab�1 Belle II 50 ab�1

�0+(B ! K⇤�) 2.0% 0.70% 0.53%

ACP (B0 ! K⇤0�) 1.7% 0.58% 0.21%

ACP (B+ ! K⇤+�) 2.4% 0.81% 0.29%

�ACP (B ! K⇤�) 2.9% 0.98% 0.36%

SK⇤0� 0.29 0.090 0.030

Br(B0 ! ⇢0�) 24% 7.6% 4.5%

Br(B+ ! ⇢+�) 30% 9.6% 5.0%

Br(B0 ! !�) 50% 14% 5.8%

�0+(B ! ⇢�) 18% 5.4% 1.9%

ACP (B0 ! ⇢0�) 44% 12% 3.8%

ACP (B+ ! ⇢+�) 30% 9.6% 3.0%

ACP (B0 ! !�) 91% 23% 7.7%

�ACP (B ! ⇢�) 53% 16% 4.8%

S⇢0� 0.63 0.19 0.064

|Vtd/Vts|⇢/K⇤ 12% 8.2% 7.6%

Br(B0
s ! ��) 23% 6.5% –

Br(B0 ! K⇤0�)/Br(B0
s ! ��) 23% 6.7% –

Br(B0
s ! K⇤0�) – 15% –

ACP (B0
s ! K⇤0�) – 15% –

Br(B0
s ! K⇤0�)/Br(B0

s ! ��) – 15% –

Br(B0 ! K⇤0�)/Br(B0
s ! K⇤0�) – 15% –

The ⇢ and ! mesons are reconstructed from two-pion and three-pion final states. Hard

photon candidates are combined with the light mesons to form B-meson candidates. A dom-

inant continuum background can be suppressed by a multivariate analysis with event shape

variables. The large b ! s� background which peaks in �E and Mbc can be significantly

suppressed by the new PID system, using the iTOP for the barrel region and the ARICH

for the forward endcap region.

Assuming that that the current central experimental value of āI(⇢�) is confirmed, Belle II

can observe a 5� deviation from the SM prediction already with 6 ab�1. With 50 ab�1 of

data the statistical uncertainty (1.7%) will dominate the measurement with the largest

systematic uncertainties arising from f+�/f00 (0.5%) and background modelling (0.5%). In

total a precision of 1.9% on āI(⇢�) will be achievable at Belle II, which compares favourably

with the current theoretical SM uncertainty of 2.8% as quoted in (230).

The CP asymmetries in the case of charged and neutral B mesons are measured in dif-

ferent ways. The mode B+ ! ⇢+� is self-flavour tagging thus allowing for a straightforward

measurement of the direct CP asymmetry. In contrast, B0 ! ⇢0� is not a flavour eigenstate,

yet a time-dependent measurement with flavour tagging will allow to extract both ACP and
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Table 62: Sensitivities of observables for radiative exclusive B decays. We assume that 5 ab�1

of data will be taken on the ⌥ (5S) resonance by Belle II. Some numbers at Belle are extrapo-

lated to 0.71 ab�1 (0.12 ab�1) for the Bu,d (Bs) decay. As in Table 61 the quoted uncertainties

are depending on the observable either relative or absolute ones.

Observables Belle 0.71 ab�1 (0.12 ab�1) Belle II 5 ab�1 Belle II 50 ab�1

�0+(B ! K⇤�) 2.0% 0.70% 0.53%

ACP (B0 ! K⇤0�) 1.7% 0.58% 0.21%

ACP (B+ ! K⇤+�) 2.4% 0.81% 0.29%

�ACP (B ! K⇤�) 2.9% 0.98% 0.36%

SK⇤0� 0.29 0.090 0.030

Br(B0 ! ⇢0�) 24% 7.6% 4.5%

Br(B+ ! ⇢+�) 30% 9.6% 5.0%

Br(B0 ! !�) 50% 14% 5.8%

�0+(B ! ⇢�) 18% 5.4% 1.9%

ACP (B0 ! ⇢0�) 44% 12% 3.8%

ACP (B+ ! ⇢+�) 30% 9.6% 3.0%

ACP (B0 ! !�) 91% 23% 7.7%

�ACP (B ! ⇢�) 53% 16% 4.8%

S⇢0� 0.63 0.19 0.064

|Vtd/Vts|⇢/K⇤ 12% 8.2% 7.6%

Br(B0
s ! ��) 23% 6.5% –

Br(B0 ! K⇤0�)/Br(B0
s ! ��) 23% 6.7% –

Br(B0
s ! K⇤0�) – 15% –

ACP (B0
s ! K⇤0�) – 15% –

Br(B0
s ! K⇤0�)/Br(B0

s ! ��) – 15% –

Br(B0 ! K⇤0�)/Br(B0
s ! K⇤0�) – 15% –

The ⇢ and ! mesons are reconstructed from two-pion and three-pion final states. Hard

photon candidates are combined with the light mesons to form B-meson candidates. A dom-

inant continuum background can be suppressed by a multivariate analysis with event shape

variables. The large b ! s� background which peaks in �E and Mbc can be significantly

suppressed by the new PID system, using the iTOP for the barrel region and the ARICH

for the forward endcap region.

Assuming that that the current central experimental value of āI(⇢�) is confirmed, Belle II

can observe a 5� deviation from the SM prediction already with 6 ab�1. With 50 ab�1 of

data the statistical uncertainty (1.7%) will dominate the measurement with the largest

systematic uncertainties arising from f+�/f00 (0.5%) and background modelling (0.5%). In

total a precision of 1.9% on āI(⇢�) will be achievable at Belle II, which compares favourably

with the current theoretical SM uncertainty of 2.8% as quoted in (230).

The CP asymmetries in the case of charged and neutral B mesons are measured in dif-

ferent ways. The mode B+ ! ⇢+� is self-flavour tagging thus allowing for a straightforward

measurement of the direct CP asymmetry. In contrast, B0 ! ⇢0� is not a flavour eigenstate,

yet a time-dependent measurement with flavour tagging will allow to extract both ACP and
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Table 63: Belle II sensitivities for the Bd.s ! �� modes. We assume that 5 ab�1 of data

will be taken on the ⌥ (5S) resonance at Belle II. Some numbers at Belle are extrapolated

to 0.71 ab�1 (0.12 ab�1) for the Bd (Bs) decay. The given branching ratio and asymmetry

uncertainties are relative and absolute uncertainties, respectively.

Observables Belle 0.71 ab�1 (0.12 ab�1) Belle II 5 ab�1 Belle II 50 ab�1

Br(Bd ! ��) < 740% 30% 9.6%

ACP (Bd ! ��) – 78% 25%

Br(Bs ! ��) < 250% 23% –

Compared to B ! Xs�, the double-radiative process B ! Xs�� is suppressed by an addi-

tional factor of ↵/(4⇡), which leads to the naive expectation Br(B ! Xs��)SM = O(10�7).

Given its small branching ratio it is unsurprising that the mode B ! Xs�� has not been

observed so far.

Even though it is very rare compared to the single radiative B ! Xs� decay, the double-

radiative process has some features that make it worthwhile to study it at Belle II. These

features are:

(i) In contrast to B ! Xs�, the current-current operators Q1,2 contribute to B ! Xs��

via 1PI diagrams already at LO. As a result, measurements of the double-radiative

decay mode would allow to put bounds on these 1PI corrections.

(ii) For B ! Xs�� one can study more complicated distributions such as d2�/(dE1dE2),

where E1,2 are the final state photon energies, or a forward-backward asymmetry (AFB)

that can provide additional sensitivity to BSM physics.

In order to exploit these features in a clean way, SM predictions beyond the LO are needed.

A first step towards achieving NLO accuracy has been made in [543, 544] by the calculation

of the (Q7, Q7) interference contribution to the di↵erential distributions at O(↵s). In the lat-

ter works it has been shown that the NLO corrections associated to (Q7, Q7) are large and

can amount to a relative change of around ±50% compared to the corresponding LO pre-

dictions [545–548]. Further progress towards B ! Xs�� at NLO was made recently in [549]

by providing the (Q8, Q8) self-interference contribution. Although these corrections should

be suppressed relative to those from (Q7, Q7) by
��Ce↵

8 Qd/Ce↵
7

��2 ' 3% the appearance of

collinear logarithms ln(ms/mb) could upset this naive expectation. One important outcome

of the work [549] is that the logarithmically-enhanced contributions stay small in the full

phase-space, and as a result the (Q8, Q8) interference represents only a subleading NLO cor-

rection. The NLO calculation of the numerically important (Q7, Q7) interference contribution

has very recently been extended to the case of a non-zero s-quark mass [550].

Including all known perturbative corrections the state-of-the-art SM prediction reads [550]

Br(B ! Xs��)c=0.02
SM = (0.9 ± 0.3) · 10�7 , (251)

where c represents a cut on the phase-space (for details see [550]) which guarantees that

the two photons are not soft and also not parallel to each other. The quoted uncertainty

is dominated by the error due to scale variations µb 2 [mb/2, 2mb]. Since scale ambiguities

represent the largest theoretical uncertainty at present, a more reliable SM prediction can

only be achieved by calculating further NLO corrections such as for instance the (Q1,2, Q7)
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Table 63: Belle II sensitivities for the Bd.s ! �� modes. We assume that 5 ab�1 of data

will be taken on the ⌥ (5S) resonance at Belle II. Some numbers at Belle are extrapolated

to 0.71 ab�1 (0.12 ab�1) for the Bd (Bs) decay. The given branching ratio and asymmetry

uncertainties are relative and absolute uncertainties, respectively.

Observables Belle 0.71 ab�1 (0.12 ab�1) Belle II 5 ab�1 Belle II 50 ab�1

Br(Bd ! ��) < 740% 30% 9.6%

ACP (Bd ! ��) – 78% 25%

Br(Bs ! ��) < 250% 23% –

Compared to B ! Xs�, the double-radiative process B ! Xs�� is suppressed by an addi-

tional factor of ↵/(4⇡), which leads to the naive expectation Br(B ! Xs��)SM = O(10�7).

Given its small branching ratio it is unsurprising that the mode B ! Xs�� has not been

observed so far.

Even though it is very rare compared to the single radiative B ! Xs� decay, the double-

radiative process has some features that make it worthwhile to study it at Belle II. These

features are:

(i) In contrast to B ! Xs�, the current-current operators Q1,2 contribute to B ! Xs��

via 1PI diagrams already at LO. As a result, measurements of the double-radiative

decay mode would allow to put bounds on these 1PI corrections.

(ii) For B ! Xs�� one can study more complicated distributions such as d2�/(dE1dE2),

where E1,2 are the final state photon energies, or a forward-backward asymmetry (AFB)

that can provide additional sensitivity to BSM physics.

In order to exploit these features in a clean way, SM predictions beyond the LO are needed.

A first step towards achieving NLO accuracy has been made in [543, 544] by the calculation

of the (Q7, Q7) interference contribution to the di↵erential distributions at O(↵s). In the lat-

ter works it has been shown that the NLO corrections associated to (Q7, Q7) are large and

can amount to a relative change of around ±50% compared to the corresponding LO pre-

dictions [545–548]. Further progress towards B ! Xs�� at NLO was made recently in [549]

by providing the (Q8, Q8) self-interference contribution. Although these corrections should

be suppressed relative to those from (Q7, Q7) by
��Ce↵

8 Qd/Ce↵
7

��2 ' 3% the appearance of

collinear logarithms ln(ms/mb) could upset this naive expectation. One important outcome

of the work [549] is that the logarithmically-enhanced contributions stay small in the full

phase-space, and as a result the (Q8, Q8) interference represents only a subleading NLO cor-

rection. The NLO calculation of the numerically important (Q7, Q7) interference contribution

has very recently been extended to the case of a non-zero s-quark mass [550].

Including all known perturbative corrections the state-of-the-art SM prediction reads [550]

Br(B ! Xs��)c=0.02
SM = (0.9 ± 0.3) · 10�7 , (251)

where c represents a cut on the phase-space (for details see [550]) which guarantees that

the two photons are not soft and also not parallel to each other. The quoted uncertainty

is dominated by the error due to scale variations µb 2 [mb/2, 2mb]. Since scale ambiguities

represent the largest theoretical uncertainty at present, a more reliable SM prediction can

only be achieved by calculating further NLO corrections such as for instance the (Q1,2, Q7)
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Improved knowledge of 

the different  baryons 

and more data will result 
in a significant reduction 

of the uncertainties 

Λ

more data will 
result in a 

observation of 
this decay

B → γγ B+ → K+νν̄ Belle II snowmass white paper

• CMS upgrade, planned for 2026-2027, aims to cope up with harsher environment and 
increase the data rate which will improve the overall detector performance.
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  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 

11.0+6.5
−5.5 2.5σ

→

→

17

  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 
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−5.5
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Preliminary‣ Higher observed significance than estimated . 

‣ Starting to reach SM prediction. 

‣ Uncertainties are comparable between Belle and 
Belle II even though smaller dataset.  

‣ 5x improvement over previous best UL.

(1.2σ)

BELLE

5

TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382

ACKNOWLEDGEMENTS383

We thank the SuperKEKB group for the excellent384

operation of the accelerator; the KEK cryogenics group385

for the e�cient operation of the solenoid; the KEK386

computer group for on-site computing support; and the387

raw-data centers at BNL, DESY, GridKa, IN2P3, and388

INFN for o↵-site computing support. This work was389

supported by the following funding sources: Science390

Committee of the Republic of Armenia Grant No.391

20TTCG-1C010; Australian Research Council and re-392

search Grants No. DP180102629, No. DP170102389, No.393

DP170102204, No. DP150103061, No. FT130100303,394

No. FT130100018, and No. FT120100745; Austrian395

Federal Ministry of Education, Science and Research,396

Austrian Science Fund No. P 31361-N36, and Horizon397

2020 ERC Starting Grant No. 947006 “InterLeptons”;398

Natural Sciences and Engineering Research Council of399

Canada, Compute Canada and CANARIE; Chinese400

Academy of Sciences and research Grant No. QYZDJ-401

SSW-SLH011, National Natural Science Foundation of402

China and research Grants No. 11521505, No. 11575017,403

No. 11675166, No. 11761141009, No. 11705209, and404

No. 11975076, LiaoNing Revitalization Talents Program405

under Contract No. XLYC1807135, Shanghai Municipal406

Science and Technology Committee under Contract No.407

19ZR1403000, Shanghai Pujiang Program under Grant408

No. 18PJ1401000, and the CAS Center for Excellence409

in Particle Physics (CCEPP); the Ministry of Educa-410

tion, Youth, and Sports of the Czech Republic under411

Contract No. LTT17020 and Charles University Grant412

No. SVV 260448; European Research Council, Seventh413

Framework PIEF- GA-2013-622527, Horizon 2020414

ERC-Advanced Grants No. 267104 and No. 884719,415

Horizon 2020 ERC-Consolidator Grant No. 819127,416

Horizon 2020 Marie Sklodowska-Curie Grant Agree-417

ment No. 700525 “NIOBE”, and Horizon 2020 Marie418

Sklodowska-Curie RISE project JENNIFER2 Grant419

Agreement No. 822070 (European grants); L’Institut420

National de Physique Nucléaire et de Physique des421
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Figure 3: Projected statistical (hatched regions) and total (open boxes) uncertainties on the P0
5

parameter versus q
2 in the Phase-2 scenario with an integrated luminosity of 3000 fb�1. The

CMS Run I measurement of P0
5 is shown by circles with inner vertical bars representing the

statistical uncertainties and outer vertical bars representing the total uncertainties. The vertical
shaded regions correspond to the J/y and y0 resonances. The two lower pads represent the
statistical (upper pad) and total (lower pad) uncertainties with the finer q

2 binning.

10

show that the sensitivities of the B
0 branching ratios and of the range of the significance of B

0

observation do not change significantly. Therefore, it can be concluded that they are dominated
by the statistics of the total uncertainties. On the contrary, the sensitivity of the B

0
s branching

ratio reduces significantly that it is mostly driven by the systematic (⇠75%) uncertainties.

As an additional test to investigate the effect of the improved mass resolutions on the final
results, we have performed the pseudo-experiments assuming the Run-2 mass resolutions. The
studies show that there is a ⇠20% improvement in the sensitivity of the B

0 branching fraction
and the significance of its observation has a ⇠25% gain due to the upgraded Phase-2 CMS
tracker system.

Table 3: Estimated analysis sensitivity for different integrated luminosities. Columns in the
table, from left to right: the total integrated luminosity, the median expected number of recon-
structed B

0
s and B

0 mesons, the total uncertainties on the B
0
s ! µ+µ� and B

0 ! µ+µ� branch-
ing fractions, the range of the significance of B

0 observation (the range indicates the ±1s of the
distribution of significance) and the statistical uncertainty on the B

0
s ! µ+µ� effective lifetime.

L (fb�1) N(Bs) N(B
0) dB(Bs ! µµ) dB(B

0 ! µµ) s(B
0 ! µµ) d[t(Bs)](stat-only)

300 205 21 12% 46% 1.4 � 3.5s 0.15 ps
3000 2048 215 7% 16% 6.3 � 8.3s 0.05 ps

4 Conclusions
The inner tracker of the Phase-2 detector provides an order of 40-50% improvement on the
mass resolutions over the Run-2 case that will allow precise measurements of the B

0
s ! µ+µ�

and B
0 ! µ+µ� rare decays. The semileptonic background contribution into the signal regions

will be reduced substantially and the improved separation of the B
0
s and B

0 yields will lower
the signal cross feed contamination, which is crucial for the B

0 observation. With an integrated
luminosity of 3000 fb�1, CMS will have the capability to measure the B

0
s ! µ+µ� effective

lifetime with an error of about 0.05 ps and to observe the B
0 ! µ+µ� decay with more than 5

standard deviation significance.
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6. Conclusions 5

The increased amount of collected data foreseen for Phase-2 offers us the opportunity to per-
form the angular analysis in narrower q

2 bins, in order to measure the P0
5 shape as a function of

q
2 with finer granularity. The q

2 region below the J/y mass (squared), which is more sensitive to
possible new physics effects, is considered. Each Run I q

2 bin is split into smaller and equal-size
bins trying to achieve a statistical uncertainty of the order of the total systematic uncertainty in
the same bin with the additional constraint of having a bin width at least 5 times larger than
the dimuon mass resolution sr. If both conditions cannot be satisfied, then only the looser re-
quirement on the 5sr bin width is imposed. The dimuon mass resolution is obtained from the
MC simulation as a function of q

2. With respect to the Phase-2 systematic uncertainties with
wider bins, the systematic uncertainties that were scaled the same as the statistical uncertain-
ties are adjusted to account for less data in each bin while the other systematic uncertainties are
unchanged. The resulting binning is given in Table 2, along with the projected statistical and
systematic uncertainties. The lower two pads of Fig. 3 show the projected statistical and total
uncertainties.
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Figure 2: Projected statistical (hatched regions) and total (open boxes) uncertainties on the P0
5

parameter versus q
2 in the Phase-2 scenario with an integrated luminosity of 300 fb�1. The

CMS Run I measurement of P0
5 is shown by circles with inner vertical bars representing the

statistical uncertainties and outer vertical bars representing the total uncertainties. The vertical
shaded regions correspond to the J/y and y0 resonances.

6 Conclusions

The large amount of data expected from the HL-LHC will allow CMS to investigate rare B
physics decay channels and, in particular, precisely measure the P0

5 parameter shape in the
B0 ! K⇤0µ+µ� mode through an angular analysis. With the large data set of 3000 fb�1, cor-
responding to around 700K fully reconstructed B0 ! K⇤0µ+µ� events, the P0

5 uncertainties in
the q

2 bins are estimated to improve by up to a factor of 15 compared to the CMS measurement
from 20 fb�1 of 8 TeV data. We also studied the possibility to perform the analysis of the an-
gular observables in narrower q

2 bins, as a better determination of the P0
5 parameter shape will

allow significant tests for both beyond Standard Model physics and between different Stan-
dard Model calculations. The future sensitivity of the P0

5 angular variable has been presented,
however it is worth mentioning that, with the foreseen HL-LHC high statistics, CMS will have
the capability to perform a full angular analysis of the B0 ! K⇤0µ+µ� decay mode.

• Belle-II projections
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Current status

• LHCb Run 3 and 4 data will increase the number of recorded  
decays by a factor of about 5 

• Already seen visible improvement in 2024 data taking
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2024 data analysis

12LHCC report - LHCb - September 2024

The analysis of the large 2024 data sample is already ongoing.
Z0 → μ+μ−

B0 → D−π+

ψ(2S) → μ+μ−

Total yields in 2024 ~[1-2]  Run 1 and 2

[channel dependent]

×

And many others…

B+ → K+μ+μ−

B0 → K*μ+μ−

Partial datasets: LHCb-Figure-2024-022

LHCb-Figure-2024-021

LHCb-Figure-2024-020

LHCb-Figure-2024-024

• CMS upgrade is foreseen in 2026-2027 to cope up with harsh 
environment and increase the data rate which will improve 
the overall detector performance.
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LHCb detector
2008 JINST 3 S08005

Chapter 2

The LHCb Detector

2.1 Detector layout

LHCb is a single-arm spectrometer with a forward angular coverage from approximately 10 mrad
to 300 (250) mrad in the bending (non-bending) plane. The choice of the detector geometry is
justified by the fact that at high energies both the b- and b-hadrons are predominantly produced in
the same forward or backward cone.

The layout of the LHCb spectrometer is shown in figure 2.1. The right-handed coordinate
system adopted has the z axis along the beam, and the y axis along the vertical.

Intersection Point 8 of the LHC, previously used by the DELPHI experiment during the LEP

Figure 2.1: View of the LHCb detector.

– 2 –

• Impact parameter resolution: (15+29/ ) 
• Momentum resolution: 0.5-1 %

• Energy resolution:  1% +10%/

pT μm
Δp/p ≈

ΔE/E = E • Belle :  1% +2.2%/ΔE/E = E

Chandiprasad.kar@cern.ch
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Charged Track Performance 

LHCb is very good with muons 
Belle II has similar sensitivity for e and   μ

Belle II LHCb
Muon trigger efficiency 100 % 90 %

  Muon ID efficiency 95 % 97 %
            misID 7 % 1-3%

Belle II LHCb
Kaon ID efficiency 90 % 95 %

            misID 5 % 5 %

Belle II LHCb
Total  

efficiency
30 % 5 %

Total  
efficiency

30 % < 5 %

B+ → K+μ+μ−

B+ → K+e+e−
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Charge Track Performance 

LHCb is very good with muons 
Belle II has similar sensitivity for e and   μ
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Charge Track Performance

• In CMS, Muon reconstruction and identification efficiency > 96 %

•  misidentification efficiency < 0.5%π → μ, K → μ 1804.04528
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LFU test with  decaysB0
s → ϕl+l−

Sebastian Schmitt

Photo: S. Schmitt

ROBUSTNESS OF THE DOUBLE RATIO

• Single ratio  changes  
about after all   
simulation corrections applied 

• Double ratio  and  
move only about  

• Reinforces robustness of  
the double ratio approach 

• Highlights control of  
systematic uncertainties 

rJ/ψ
25 %

Rϕ Rψ(2S)
𝒪(1 %)
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• Single ratio changes about 25% after all simulation corrections applied


• Double ratio  changes by 1%

rJ/ψ

Rϕ
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The e�ciency corrections are also validated by studying the variation of rJ/ as a331

function of di↵erent kinematic variables. Figure 10 shows the variation of rJ/ with the332

opening angle between the electron pair, and the minimum pT of the electrons, for data333

collected between 2017 and 2018. Little variation is seen, giving good confidence in the334

modelling of the candidate reconstruction and selection e�ciency. The impact of the335

variation of rJ/ is assessed using the flatness parameter, df , defined in Ref. [48], which336

takes into account the distribution of events in the q2 bin. The candidate e�ciency receives337
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Figure 4: Two-dimensional distributions of the `+`� and K+K�`+`� masses of
(left) B0

s ! �µ+µ� and (right) B0
s ! �e+e� candidates in data.
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Figure 5: Mass distribution of selected B0
s ! J/ (! e+e�)� candidates over an extended mass

range.

13

LFU test with  decaysB0
s → ϕl+l−

• Corrected using bremsstrahlung 
recovery 
• (50)% efficient and well modelled in 

simulation
𝒪

Sebastian Schmitt

Photo: S. Schmitt

• Expect on average one  
bremsstrahlung photon  
emitted upstream of the magnet 

• Corrected using  
bremsstrahlung recovery  

•  efficient and 
well modelled in simulation 

• Momentum resolution deteriorated  

• Wider fit range required 

• Higher background pollution

𝒪(50 %)
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• Effect of Bremsstrahlung in electron making the resolution wider
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Table 1: Sources of systematic uncertainty on the R�1
� measurement in the low-, central- and

high-q2 bins. The total uncertainty is computed by combining the contributions from individual
sources in quadrature.

Source low central high

Fit bias 0.0% 0.9% 1.4%
Normalisation 0.2% 0.2% 0.2%
rJ/ variation 1.3% 0.6% 0.9%
E�ciency calibration 0.7% 0.5% 1.2%
q2 smearing 0.6% 0.5% 0.3%
Decay model 0.1% 0.3% 0.1%
Signal lineshape 1.7% 1.5% 3.7%
Hadronic bkg. 4.1% 4.3% 7.4%
Combinatorial bkg. – – 3.9%
Leakage bkg. – 0.9% 2.1%
Semileptonic bkg. 1.3% 1.2% –

Total 4.9% 4.9% 9.6%

correction is determined by evaluating separate correction factors from the B0
s ! J/ �209

sample in bins of electron pT. Modifying the correction factors changes R�1
� by less than210

1%.211

The largest sources of systematic uncertainty are associated with the modelling of212

the signal and background in the likelihood fits. The uncertainty associated with the213

signal lineshape is estimated by replacing the model by a simplified function, with a single214

Gaussian core, and by varying the fractions of the di↵erent bremsstrahlung categories215

that form the lineshape. The uncertainty on the modelling of misidentified hadronic216

backgrounds is determined by varying both the size and shape of the contribution in the217

fit. Variations are made to the particle identification requirements used to define the218

background-like control regions, the e�ciency maps that translate yields in the background-219

like regions to yields in the signal region, and in the model used to parameterise the220

lineshape. The e↵ect of the finite size of the background-like samples is assessed using221

a bootstrapping technique [76]. Uncertainty on the high-q2 combinatorial background222

shape is evaluated by varying the shape of the q2 distribution used to determine the223

sigmoid parameters, and by replacing the model by an alternate function with a power-law224

turn-on and exponential fall-o↵, with parameters constrained from a fit to data with225

same-sign `±`± or K±K± combinations. An uncertainty from the J/ and  (2S) leakage226

into the central- and high-q2 bins is assigned by replacing the parametric shapes by227

a nonparametric model, varying the constraints on the background yields in the fit,228

and by varying the q2 resolution in the simulation. An uncertainty associated with the229

semileptonic background is evaluated by estimating the e↵ects of replacing the background230

model by a nonparametric model and varying the background level.231

The R�1
� values in the three q2 ranges are given in Table 2. The results are in good232

agreement with the SM expectation. Figure 2 shows the variation with R�1
� of the di↵erence233

in log-likelihood of the fit from the best fit point. For low q2, a secondary minimum234

around R�1
� ⇠ 1.3 yields a non-parabolic profile likelihood towards lower R�1

� values. The235

6

LFU test with : Systematic summaryB0
s → ϕl+l−

• Systematic uncertainties are dominated by the model used to describe the signal and background 
shapes

• Total uncertainties are dominated by statistical components (21.8 % (low- ), 17.2 % (central- ), 
28.8 % (high- )

q2 q2

q2

Systematics

Chandiprasad.kar@cern.ch
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Angular analysis of  decaysB0
s → ϕe+e−

6 Results293

The projections of the final fit on m(K+
K

�
e
+
e
�) and the three angles are displayed294

in Fig. 3. The total signal yield observed within the e↵ective q
2 range from 0.0009295

to 0.2615GeV2
/c

4, is about 100 events. Together with the results from Ref. [41], this296

constitutes the first observation of the B
0
s ! �e

+
e
� decay mode.297

The obtained values for the four angular observables are298

FL = (0.4 ± 5.6 ± 1.2)% ,

A
(2)

T = �0.045 ± 0.235 ± 0.014 ,

A
ImCP
T = 0.002 ± 0.247 ± 0.016 ,

A
ReCP
T = 0.116 ± 0.155 ± 0.006 ,

where the first uncertainty is statistical and the second systematic. For the FL parameter,299

due to the vicinity of the physical region, the Feldman-Cousins method is applied to300

determine an upper limit : FL < 11.5% (13.7%) at 90% (95%) Confidence Level (CL). A301

shift of �0.025 has been applied to the A
(2)
T parameter to correct for the remaining bias302

observed while fitting the simulation corrected for the ��s being non zero. This bias is303

due to the nonuniform e�ciency in the B
0
s decay time.304

7 Summary305

An angular analysis of the B
0
s ! �e

+
e
� decay is performed for the first time, using pp306

collision data collected by the LHCb experiment between 2011 and 2018, corresponding307

to an integrated luminosity of 9 fb�1. Angular observables are measured in an e↵ective308

q
2 region between 0.0009 and 0.2615 GeV2

/c
4. The results are309

A
(2)

T = �0.045 ± 0.235 ± 0.014 ,

A
ImCP
T = 0.002 ± 0.247 ± 0.016 ,

A
ReCP
T = 0.116 ± 0.155 ± 0.006 ,

FL < 11.5% at 90% CL .

Table 1: Summary of the systematic uncertainties. For comparison, the statistical uncertainties
are shown in the last row of the table.

Source of systematic A
(2)
T A

ImCP
T A

ReCP
T FL

��s/�s 0.008 < 0.001 < 0.001 < 0.001
Corrections to simulation 0.002 <0.001 <0.001 0.010
Acceptance function modelling <0.001 <0.001 0.001 0.002
Simulation sample size for acceptance 0.006 0.008 0.005 0.002
Background contamination 0.009 0.014 0.004 0.006
Angles resolution -0.005 < 0.001 - -
Total systematic uncertainty 0.014 0.016 0.006 0.012
Statistical uncertainty 0.235 0.247 0.155 +0.056

9

• Systematic uncertainties are dominated by the background contaminations but smaller 
compared to statistical uncertainty

Chandiprasad.kar@cern.ch



Search for cLFV decay B0
s → ϕμ±τ∓

41

• Possible in SM with neutrino oscillation ( ), NP scenarios 
• NP models predict deviations especially involving the 3rd family

First search for the decay 

•  from Run 1+ Run 2 dataset 

ℬ < 10−50 ℬ < 10−11

B0
s → ϕμ±τ∓

9 fb−1

•  is produced at low rate but low 
background

• Signal reconstruction with  
and  (including )

• Missing neutrino: reconstruct  mass 
using vertex and kinematic constraints

B0
s

ϕ → K+K−

τ → 3π τ → 3ππ0

B0
s
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Figure 3: Distributions of mfit overlaid with the fit results corresponding to four background
models: (top left) exponential, (top right) linear, (bottom left) quadratic, and (bottom right) the
product of linear and exponential functions. The linear background shape provides the overall
best-fit point. The peaking D�⇡+ background with a misidentified muon and the two signal
shapes are also shown.
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Figure 4: Left: Observed test-statistic scans for each of the four background shapes (exponential,
linear, quadratic, and the product of linear and exponential functions). Right: the p-values
obtained for the signal branching fraction from the observed test-statistics and their sampling
distributions, together with the median expected limit and its 1� and 2� intervals. The limit at
90% CL is indicated by the crossed lines.

8

Mass fit with 4 different background shapes

Exponential Linear

Quadratic Linear  Exponential×
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Search for cLFV decay B0
s → ϕμ±τ∓

• No significant signal observed over background-only hypothesis
• First upper limit on this decay mode  competitive with other  searches 
• Best fit used the linear background model, extracted BF is  with a local 

significance below 

→ b → sμτ
4.1 × 10−6

1.5σ
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Figure 3: Distributions of mfit overlaid with the fit results corresponding to four background
models: (top left) exponential, (top right) linear, (bottom left) quadratic, and (bottom right) the
product of linear and exponential functions. The linear background shape provides the overall
best-fit point. The peaking D�⇡+ background with a misidentified muon and the two signal
shapes are also shown.

0 0.5 1
510×)−τ+µφ(Β

0

1

2

3

4

5

6

Βt~

-19 fb
LHCb

Exponential
Linear
Quadratic

 exp.×Lin. 

0 0.5 1
510×)−τ+µφ(Β

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

-v
al

u
e

p

-1LHCb 9 fb

Observed

90% CL limit

Expected median

σ 1±Exp. 

σ 2±Exp. 

Figure 4: Left: Observed test-statistic scans for each of the four background shapes (exponential,
linear, quadratic, and the product of linear and exponential functions). Right: the p-values
obtained for the signal branching fraction from the observed test-statistics and their sampling
distributions, together with the median expected limit and its 1� and 2� intervals. The limit at
90% CL is indicated by the crossed lines.

8

ℬ(B0
s → ϕμ+τ−) < 1.0 × 10−5 at 90% CL

ℬ(B0
s → ϕμ+τ−) < 1.1 × 10−5 at 95% CL

JHEP 06 (2020) 129 
JHEP 06 (2023) 143
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Search for  : BDT features and outputB0 → K*τ+τ−

21

 Search for : BDT features and output𝙱𝟶 → 𝙺*𝟶τ+τ−

     Slavomira Stefkova, slavomira.stefkova@kit.edu                                                                                               APS meeting, Sacramento21

  B0 → γγ

Remarks: 
5 x improvement in limit wrt BaBar (previous best result) 

BaBar had upward fluctuation

Results: 
 signal events corresponding to  significance 

Since no significant signal  set 90% C.L. limits 
Really close to SM expectation 

       best upper limit with Belle II data 

11.0+6.5
−5.5 2.5σ

→

→

17

  Results B0 → γγ
• Simultaneous 3D unbinned ML fit to ,  

and .


‣ Combined signal yield .


‣  significance. 

Mbc ΔE
C′ BDT

= 11.0+6.5
−5.5

2.5σ
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Preliminary‣ Higher observed significance than estimated . 

‣ Starting to reach SM prediction. 

‣ Uncertainties are comparable between Belle and 
Belle II even though smaller dataset.  

‣ 5x improvement over previous best UL.

(1.2σ)

BELLE

5

TABLE II. Summary of systematic uncertainties on signal
e�ciencies.

Source Belle (%) Belle II (%)

Photon Detection E�ciency 4.0 2.7
Reconstruction E�ciency (✏rec) 0.6 0.5
Number of BB 1.3 1.5
f00 2.5 2.5
CBDT requirement 0.4 0.9
⇡0/⌘ veto 0.3 0.4
Timing requirement e�ciency 2.8 �
Total (sum in quadrature) 5.7 4.1

where Nfit
sig represents the signal yield obtained from the342

fit, NBB = (753 ± 10) ⇥ 106 and (387 ± 6) ⇥ 106 is the343

number of BB̄ pairs at the ⌥(4S) resonance for Belle344

and Belle II, ✏rec = 23.3% and 30.8% represents the sig-345

nal reconstruction e�ciency for Belle and Belle II, and346

f00 = (48.4 ± 1.2)%. We have measured the branching347

fraction for Belle and Belle II to be (5.4+3.3
�2.6±0.5)⇥10�8

348

and (1.7+3.7
�2.4±0.3)⇥10�8, respectively. The combined fit349

yields a branching fraction of (3.7+2.2
�1.8±0.7)⇥10�8. The350

first uncertainty is statistical while the second is system-351

atic.352

As no significant signal yield is observed, we calcu-353

late an upper limit on the branching fraction using a354

Bayesian approach. The UL on the branching fraction355

is determined by integrating the likelihood function ob-356

tained from the maximum likelihood fit procedure, cov-357

ering 0% to 90% of the area under the likelihood curve.358

The procedure includes the systematic uncertainties on359

the signal yield by convoluting the original likelihood360

curve with a Gaussian function of width equal to the361

total uncertainties on signal yield. The modified ratio362

is then re-convoluted with a Gaussian function of width363

proportional to the signals, where the total systematic on364

signal e�ciencies is a the proportionality constant. The365

upper limit on the branching fraction obtained from the366

combined dataset is 6.4 ⇥ 10�8, at 90% CL. The mea-367

sured branching fraction and the resulting upper limits368

on B(B0 ! ��) at 90% CL, with the systematic uncer-369

tainties, are summarized in Table III.370

TABLE III. Summary of B(B0 ! ��) measurements and
UL’s at 90% CL.

B(B0 ! ��) B(B0 ! ��)
(at 90% CL)

Belle (5.4+3.3
�2.6 ± 0.5)⇥ 10�8 < 9.9⇥ 10�8

Belle II (1.7+3.7
�2.4 ± 0.3)⇥ 10�8 < 7.4⇥ 10�8

Combined (3.7+2.2
�1.8 ± 0.7)⇥ 10�8 < 6.4⇥ 10�8

In summary, we have searched for the decay B0 !371

�� using 1.1 ab�1 of data collected at ⌥(4S) resonance372

by the Belle and Belle II experiments. No statistically373

significant signal is observed, leading us to set a 90%374

confidence level upper limit of 6.4⇥10�8 on the branching375

fraction. This is the most stringent UL estimated for this376

decay to date, representing an improvement by a factor377

of five compared to the previous limit (3.2 ⇥ 10�7) [6].378

The improvement in the current analysis compared to379

the previous BaBar and Belle results is due to the higher380

statistics and improved analysis techniques that result in381

better signal selection e�ciency and lower background.382
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Angular analysis of  decaysB0 → K*0e+e−

4D unbinned weighted fit to the mass and angular distributions
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Figure 2: Mass and angular distributions of signal candidates after the application of e↵ective
acceptance weights. The total fitted distribution (dashed black curve) is shown, as well as those
of the individual components.

charmonium backgrounds and that of the veto against B+
! K+e+e� decays, the de-433

scription of the signal invariant mass distribution and finally the fit biases. The e↵ect of434

all sources is quantified using pseudoexperiments. In most cases, an alternative model435

is defined, and pseudoexperiments are generated with this model. Then they are fitted436

with both this alternative and the baseline model, which results in two sets of observable437

values. The di↵erences between these values are calculated for each observable and pseu-438

doexperiment. The systematic uncertainty for a given observable is then obtained from439

the sum in quadrature of the mean and Gaussian width of the distribution of the resulting440

di↵erences. When fitting with the alternative model is infeasible, pseudoexperiments441

generated with the alternative configuration are fitted using only the baseline model,442

and the resulting biases are taken as systematic uncertainties. Sources of systematic443

uncertainties are summarised in Tab. 1 and 2 and are discussed in detail below.444

All sources of systematic uncertainties discussed in Sections 7.1 to 7.9 are assumed445

to be uncorrelated, and the total uncertainty is the sum in quadrature of all sources.446

Correlations may arise between di↵erent fitted physics observables. The correlation matrix447

of total systematic uncertainties on fitted observables is given in App. E.448

7.1 DSL and combinatorial modelling449

The modelling of the DSL and combinatorial backgrounds constitutes a large source of450

systematic uncertainty due to their abundance in the data sample, and the asymmetric451

cos ✓` distribution of the DSL component.452

The K+⇡�e+µ� data sample used to determine both the combinatorial and DSL453

models contains a total of around three thousand candidates. Therefore, parameters454

determined through the procedure described in Sec. 5.2 have large uncertainties. A455
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Figure 3: The S -basis (left) and P -basis (right) angular observables extracted determined
from weighted maximum likelihood fits to signal candidates. The overlapping error bars show
statistical and total uncertainties. The orange and hatched purple boxes correspond to SM
predictions based on Ref. [21] and Refs. [11, 53], respectively.

Table 3: Values for the S - and P -basis angular observables. The first uncertainty is statistical
and the second is systematic.

1.1 < q2 < 6.0 GeV2/c4

FL 0.582 ± 0.045 ± 0.050
S3 �0.000 ± 0.042 ± 0.023 P1 �0.002 ± 0.202 ± 0.246
S4 �0.119 ± 0.073 ± 0.042 P 0

4 �0.242 ± 0.148 ± 0.120
S5 �0.077 ± 0.054 ± 0.033 P 0

5 �0.157 ± 0.110 ± 0.102
AFB �0.146 ± 0.052 ± 0.035 P2 �0.232 ± 0.083 ± 0.112
S7 �0.077 ± 0.056 ± 0.038 P 0

6 �0.155 ± 0.114 ± 0.092
S8 0.129 ± 0.072 ± 0.056 P 0

8 0.262 ± 0.146 ± 0.137
S9 0.066 ± 0.045 ± 0.020 P3 �0.157 ± 0.107 ± 0.110

Figure 4: Lepton flavor universality observables Qi. calculated using the P -basis angular
observables of the muon and electron modes. The overlapping error bars show statistical and
total uncertainties. The SM predictions (orange boxes) are based on Ref. [21].
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from weighted maximum likelihood fits to signal candidates. The overlapping error bars show
statistical and total uncertainties. The orange and hatched purple boxes correspond to SM
predictions based on Ref. [21] and Refs. [11, 53], respectively.

Table 3: Values for the S - and P -basis angular observables. The first uncertainty is statistical
and the second is systematic.
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8 0.262 ± 0.146 ± 0.137
S9 0.066 ± 0.045 ± 0.020 P3 �0.157 ± 0.107 ± 0.110

Figure 4: Lepton flavor universality observables Qi. calculated using the P -basis angular
observables of the muon and electron modes. The overlapping error bars show statistical and
total uncertainties. The SM predictions (orange boxes) are based on Ref. [21].
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Angular analysis of  decaysB0 → K*0e+e−

Lepton Flavour Universality observables are derived 
using Qi = P(μ)

i − P(e)
i

A global fit with all angular observables is 
performed varying 
                 
Local and non-local hadronic contributions 
are shared

Re(C9)
ΔC9 = C(μ)

9 − C(e)
9

Results are consistent with the LFU hypothesis

Figure 3: The S -basis (left) and P -basis (right) angular observables extracted determined
from weighted maximum likelihood fits to signal candidates. The overlapping error bars show
statistical and total uncertainties. The orange and hatched purple boxes correspond to SM
predictions based on Ref. [21] and Refs. [11, 53], respectively.

Table 3: Values for the S - and P -basis angular observables. The first uncertainty is statistical
and the second is systematic.

1.1 < q2 < 6.0 GeV2/c4

FL 0.582 ± 0.045 ± 0.050
S3 �0.000 ± 0.042 ± 0.023 P1 �0.002 ± 0.202 ± 0.246
S4 �0.119 ± 0.073 ± 0.042 P 0

4 �0.242 ± 0.148 ± 0.120
S5 �0.077 ± 0.054 ± 0.033 P 0

5 �0.157 ± 0.110 ± 0.102
AFB �0.146 ± 0.052 ± 0.035 P2 �0.232 ± 0.083 ± 0.112
S7 �0.077 ± 0.056 ± 0.038 P 0
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Angular analysis of  decaysB0 → K*0e+e−

• Systematics
• Large source is due to modelling the DSL (double semi-leptonic bkg.) and 

combinatorial background shape

46Chandiprasad.kar@cern.ch

Table 1: Summary of the systematic uncertainties on the S -basis angular observables of the
small q2 bin. The values are given relative to the statistical uncertainties.

FL S3 S4 S5 AFB S7 S8 S9

DSL and comb. 0.687 0.372 0.297 0.321 0.449 0.177 0.668 0.294
Part. reco. 0.091 0.039 0.039 0.049 0.051 0.021 0.034 0.037
Had. misid. 0.376 0.254 0.107 0.178 0.155 0.336 0.129 0.141
E↵ective acceptance 0.399 0.249 0.419 0.410 0.331 0.508 0.393 0.214
Signal mass modelling 0.254 0.057 0.071 0.111 0.122 0.044 0.045 0.062
Residual backgrounds 0.179 0.039 0.045 0.062 0.137 0.032 0.032 0.047
S-wave component 0.351 0.050 0.129 0.084 0.105 0.159 0.008 0.103
B+ veto 0.499 0.133 0.152 0.179 0.242 0.159 0.154 0.117
Fit bias 0.007 0.008 0.030 0.038 0.042 0.007 0.019 0.031
Total 1.118 0.540 0.570 0.601 0.665 0.676 0.804 0.430

Table 2: Summary of the systematic uncertainties on the P -basis angular observables of the
small q2 bin. The values are given relative to the statistical uncertainties.

FL P1 P 0
4 P 0

5 P2 P 0
6 P 0

8 P3

DSL and comb. 0.690 0.865 0.488 0.611 0.952 0.244 0.813 0.715
Part. reco. 0.153 0.218 0.086 0.152 0.145 0.049 0.055 0.111
Had. misid. 0.378 0.574 0.182 0.264 0.342 0.408 0.168 0.358
E↵ective acceptance 0.400 0.413 0.469 0.462 0.463 0.576 0.447 0.332
Signal mass modelling 0.255 0.159 0.136 0.169 0.310 0.061 0.064 0.152
Residual backgrounds 0.180 0.133 0.066 0.117 0.288 0.041 0.042 0.119
S-wave component 0.352 0.098 0.176 0.110 0.285 0.207 0.012 0.201
B+ veto 0.501 0.408 0.278 0.373 0.516 0.217 0.207 0.373
Fit bias 0.001 0.009 0.043 0.027 0.069 0.013 0.015 0.027
Total 1.129 1.231 0.795 0.935 1.338 0.810 0.970 0.989

bootstrapping technique [48] is used to quantify this source of systematic uncertainty.456

Bootstrapped samples of K+⇡�e+µ� data are obtained from the baseline sample by457

randomly selecting candidates with replacement. The two-step procedure is repeated for458

each bootstrapped sample to obtain alternative models for both backgrounds, which are459

then used in the generation of pseudoexperiments.460

To assess the impact of the the parametrisation method, alternative functions are461

used to describe both backgrounds. For the DSL background, instead of the signal PDF,462

a di↵erent unfactorised description consisting of polynomials and Fourier terms (Eq. 4)463

up to second and third order, respectively, is employed for cos ✓K and �. For cos ✓`, a464

parametric model composed of four Gaussian functions is used instead of a KDE. A465

Gaussian function is used to describe its mass distribution. The alternative combinatorial466

model uses polynomials of up to third order for cos ✓K and cos ✓`, and Fourier terms for467

the angle � due to its periodic distribution. A Gaussian distribution is used to describe468

its mass distribution.469

The simulation of B0
! D�(! K⇤0e�⌫̄e)e+⌫` decays fails to reproduce the background470

composition in data and is therefore not used for the baseline DSL model. In particular,471
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with spin-3
2 to ⇡, �1520 = �1690 = �1890 = ⇡, but leaving the others at zero. With �⇤ = 0, the

global-fit values for the Wilson coefficients give rise to observables that are compatible with the
SM (Fig. 6). However, after modifying the phases larger differences are seen in K32 between the
two scenarios (Fig. 7).
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Figure 7: Phase-dependent observables K4 and K32 as a function of q
2

when setting the phases of the

spin-
3
2 resonances to ⇡, �1520 = �1690 = �1890 = ⇡, while keeping all other phases at zero. The lines and

bands carry the same meaning as in previous figures. For q
2 >⇠ 12.4GeV

2
/c

4
, the available phase space

suppresses the contribution from higher-mass ⇤ resonances.

9 Conclusion

This paper presents a first expression for the angular distribution of ⇤
0
b ! pK

�
`
+
`
� decays

comprising a mixture of ⇤ resonances with spin  5
2 . Considering interference terms gives rise

to a complex angular structure and a large number of observables. The resulting distribution
contains 46 (178) angular terms for unpolarised (polarised) ⇤

0
b baryons that can be measured. In

this paper, we explore the form of the angular observables and their sensitivity to modifications of
the Wilson coefficients. A focus is given to observables appearing in the unpolarised case, as the
⇤

0
b baryon polarisation at existing experiments is known to be small. A particular challenge in

interpreting the experimental data on ⇤
0
b ! pK

�
`
+
`
� decays will be the unknown QCD phases

between the different resonances. Some of the observables explored in this paper only provide
useful sensitivity to non-SM scenarios once the phases have been measured. Others, including
the well known lepton forward-backward asymmetry are almost independent of the choice of
phase and offer excellent sensitivity to different scenarios. There is also a set of observables that
arise purely due to interference of different ⇤ resonances. These are virtually independent of the
values of the Wilson coefficients and can be used to measure the phases and to give valuable
input into the validity of form-factor predictions. The choice of orthogonal basis functions for
the angular distribution made in this paper is such that all of the angular observable can be
readily extracted from data using a moment analysis using the same set of functions at existing
or future experiments.
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Figure 2. Differential branching fraction inmpK and q2 for a single Λ(1820) resonance assuming the
SM (black line) and different NP scenarios (coloured lines). The SM and C10 = −CSM

10 scenarios yield
identical predictions for the differential branching fraction. The uncertainty on the SM prediction
is represented by the gray band.

variations to the observables, 200 different SM ensembles are produced and the moments
extracted. The standard deviation of the resulting moments is taken as the uncertainty on
the prediction.

Figure 3 shows the angular observables as defined in equation (5.4) that are accom-
panied by basis functions that are independent of φ. In order to obtain continuous curves
for the predictions, the values of the moments are evaluated in fine bins of q2 and their
values are smoothed using Gaussian kernels. Some residual numerical variation can be
seen in the figures when the values of the observables are small, for example in the high q2

region of K14,15. The increase in the SM uncertainty band at high q2 is due to the reduced
phase-space, and resulting small sample size, in this region. The q2 range in the figures
is restricted to the allowed range at the pole mass mpK = 1.82GeV/c2. The observables
associated with the angular function P 0

1 (cos θℓ), K2,8,14, are highly sensitive to modifica-
tions of the Wilson coefficients in particular to changes in the left-handed currents. This
is similar to what is seen in the forward-backward asymmetry of other b→ sℓ+ℓ− decays.
The observables accompanying the basis function P 0

2 (cos θℓ), K3,9,15, only differ from the
SM for changes in the left-handed vector currents. The differences here are largest for
small q2, where C9–C7 interference is important. Finally, due to the very similar structures
of K1,7,13, as discussed section 6, the values of K7,13 are almost identical for the different
scenarios considered in this section. In the single resonance case, these observables serve
as a useful check of the form-factor description. In general, as the order of the θp basis
function increases (0, 2, 4 for the top, mid, and bottom row of figure 3) the magnitude of
the corresponding observable decreases.

Figure 4 shows the angular observables that accompany the basis functions with cosφ
or cos 2φ dependency. Mathematically, these observables depend on the real part of prod-
ucts of different Λ helicity amplitudes. The observables K21 and K39 are sensitive to the
introduction of right-handed currents. The observable K21 is also sensitive to changes in
the left-handed vector current. Even in these extreme scenarios, the changes from the SM
prediction only exceed the estimated uncertainty on the predictions for the observable K22.
Like K2,8,14, this observable is sensitive to vector-axialvector interference.
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Possible values obtained from the varying the phase, 
given the unknown phase of  from QCD, is 
represented by the lighter gray band
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Figure 4: Background-subtracted distribution of the (top) proton-kaon and (bottom) proton-
photon invariant-mass (black dots) for the (left) Run 1 and (right) Run 2 data samples. Also
shown is a sample generated according to the result of a simultaneous fit of the default model to
the data (red dots) and its components (lines) as well as the contributions due to interference
between states with the same quantum numbers JP (shaded areas).

d⇤0
b

= 3, 5, 7 (GeV/(c~))�1 and d⇤ = 0.5, 1.5, 2.5, 3.5 and 4.5 (GeV/(c~))�1. These samples
are fitted with the default model. The bias and standard deviation of the di↵erences
between the generated and fitted values for each combination of d⇤0

b
and d⇤ is taken as

systematic uncertainty.
Besides the default model, several other models result in a good description of the

data. The systematic e↵ects due to choosing certain components and shapes over others
are quantified by generating samples using an alternative model and fitting the default
model to the generated pseudosample. The five alternative models are:

- removing the nonresonant component and instead floating mass and width of the
⇤(2100) and ⇤(2110) states using Gaussian constraints (this is the second best
model);

- using an exponential function instead of a constant for the lineshape of the nonreso-
nant component;

- employing a sub-threshold Breit–Wigner for the lineshape of the ⇤(1405) state
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Figure 4: Background-subtracted distribution of the (top) proton-kaon and (bottom) proton-
photon invariant-mass (black dots) for the (left) Run 1 and (right) Run 2 data samples. Also
shown is a sample generated according to the result of a simultaneous fit of the default model to
the data (red dots) and its components (lines) as well as the contributions due to interference
between states with the same quantum numbers JP (shaded areas).

d⇤0
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= 3, 5, 7 (GeV/(c~))�1 and d⇤ = 0.5, 1.5, 2.5, 3.5 and 4.5 (GeV/(c~))�1. These samples
are fitted with the default model. The bias and standard deviation of the di↵erences
between the generated and fitted values for each combination of d⇤0

b
and d⇤ is taken as

systematic uncertainty.
Besides the default model, several other models result in a good description of the

data. The systematic e↵ects due to choosing certain components and shapes over others
are quantified by generating samples using an alternative model and fitting the default
model to the generated pseudosample. The five alternative models are:

- removing the nonresonant component and instead floating mass and width of the
⇤(2100) and ⇤(2110) states using Gaussian constraints (this is the second best
model);

- using an exponential function instead of a constant for the lineshape of the nonreso-
nant component;

- employing a sub-threshold Breit–Wigner for the lineshape of the ⇤(1405) state
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• A more complete understanding of the 
different contributing states needed.


