
ML & computing
Joosep Pata (KBFI)

October 20, 2024

Disclaimer: Due to limited time, not a general overview of everything. 
Only a small snapshot of many exciting activities… Personal views.



Different machines under consideration for the future of HEP

Efficient, realistic sim and reco needed before startup!
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HL-LHC
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Current and future multilayered detectors…

…need complex data reconstruction → particle flow algorithm



• Particles interact with detector, leave hits, tracks, clusters


• Complex, hand-tuned algorithms based on heuristics to 
reconstruct particles from multimodal detectors
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Fundamental physics contributed to modern machine learning…

… and modern machine learning is informing fundamental physics 



https://doi.org/10.5281/zenodo.7335953, credit J. Duarte

Machine learning has a wide variety of applications in science
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Talk by Sven 
Põder tomorrow

Talk by Laurits 
Tani today.

https://doi.org/10.5281/zenodo.7335953


Tracks and calorimeter clusters

Track
ECAL or HCAL cluster

Particles

Hit-based  
ML particle-flow 
reconstruction

Cluster-based  

ML particle-flow  

reconstru
ction

Calorimeter 
clustering

Charged particle 

tracking

Raw ECAL hit
Raw HCAL hit
Raw tracker hit
Raw Muon chamber hit

Raw detector hits

Raw tracker hit
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Track
Raw ECAL hit
Raw HCAL hit
Raw Muon chamber hit

Tracks and calorimeter hits

Charged hadron
Photon
Neutral hadron
Electron
Muon

We have created a new open dataset with full simulation.

calo/tracker hits, tracks and calo clusters, baseline & target particles
~300-500 / event

~100-300 / event

~10k / event
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Tracks and calorimeter clusters
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MLPF(tracks and clusters) → particles

8

let’s focus on 
this first



{tracks, clusters} ∈ X {particles} ∈ Y
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neural_network(X) → Y

We can use ML for full event reconstruction!
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Pata, J., Duarte, J., Vlimant, JR. et al. MLPF: efficient machine-learned particle-flow reconstruction using graph neural 
networks. Eur. Phys. J. C 81, 381 (2021). https://doi.org/10.1140/epjc/s10052-021-09158-w 

graph structure learning + message passing

supervised multi-task output

https://doi.org/10.1140/epjc/s10052-021-09158-w


MLPF

baseline

reconstructed particles → jets → match to true jets

The resolution of jets is significantly better than the baseline*
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*measured against jets from detectable Pythia particles
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Baseline (untuned) algo runs only on CPU, scales 
~quadratically, runtime per event is in seconds.

linear scaling
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machine learning scales linearly, runs in milliseconds per event.
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linear scaling
CoreSite (H100)
LUMI (MI250X)
Voyager (Gaudi1)
Voyager (Gaudi2)

Portable on CPU, nVidia & AMD GPU, Intel Habana Gaudi chips

three different HPC sites
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baseline PF

MLPF

Joosep Pata, Javier Duarte, FM, Eric Wulff, Jieun Yoo, Jean-Roch Vlimant, Maurizio Pierini, Maria Girone. 
Machine Learning for Particle Flow Reconstruction at CMS. ACAT 2021. https://doi.org/10.48550/
arXiv.2203.00330, http://cds.cern.ch/record/2792320 

Applicable to CMS

https://doi.org/10.48550/arXiv.2203.00330
https://doi.org/10.48550/arXiv.2203.00330
http://cds.cern.ch/record/2792320
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Eur. Phys. J. C 81, 381 (2021). https://
doi.org/10.1140/epjc/s10052-021-09158-w

Commun Phys 7, 124 (2024). https://
doi.org/10.1038/s42005-024-01599-5

Open to collaboration!

Publications
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J. Phys. Conf. Ser. 2438 012100, 
10.1088/1742-6596/2438/1/012100 

ACAT 2022, http://
cds.cern.ch/record/2842375

Testing ongoing in CMS

http://dx.doi.org/10.1088/1742-6596/2438/1/012100
http://cds.cern.ch/record/2842375
http://cds.cern.ch/record/2842375


>10 years of contribution to CERN CMS computing through 
WLCG! But most recent CPUs from 2019…

Estonian Tier2
~8k CPU cores, both grid and local scientific usage.
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production 
workloads!



Storage
~3.5PB HDD, ~100TB NVME in CEPH

Sustained, stable and efficient production workloads (but 
HDD out of warranty and >7 years old)
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Current infrastructure
• room-based CRAC1, rooftop dry-

cooler2, cold air supply via raised 
floor


• Limited resilience, out of warranty

1) Rittal UPA 491B, 50-70 kW cooling power

2) SAL6N 6466, 60-90 kW cooling power
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Power usage efficiency: 
1.15 - 1.4



Planned infrastructure
Improve sustainability and efficiency

4x in-row coolers, 2x chillers on the rooftop, direct hot air 
extraction from servers, better heat containment. 
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LUMI for HEP
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LUMI is a pre-exascale EuroHPC supercomputer in Finland 

Estonia has ~1% share through Estonian Scientific Computing 
Infrastructure ETAIS, HEP users are already starting to use it for 
publications.

https://etais.ee/


AMD GPUs for ML
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Summary
• AI/ML is an increasingly important tool for science and society, but 

dedicated and sustained resources are needed 

• Together with UCSD, CERN and others, we are developing a common 
ML-based reconstruction stack for current and future detectors


• Local HPC / Tier2 is a force multiplier for scientists & national contribution 
to CERN science; allows efficient use of infrastructure, flexible for R&D


• Need to collaborate with regional HPC (e.g. LUMI) to efficiently scale out 
workloads to modern, scalable infrastructure 
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Backup
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https://www.coe-raise.eu/od-pfr

https://doi.org/10.5281/zenodo.8260741 

Open FullSim data

https://www.coe-raise.eu/od-pfr
https://doi.org/10.5281/zenodo.8260741
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Credit: https://unboxresearch.com/articles/lsh_post1.html 

Naive nearest neighbours graph building: need to compare 
each pair of particles,  complexity𝒪(N2)

https://unboxresearch.com/articles/lsh_post1.html
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particle features to bin index: hash function

Locality sensitive hashing 

Divide space to bins, particles are nearby if they are in the same bin.

Credit: https://unboxresearch.com/articles/lsh_post1.html 

https://unboxresearch.com/articles/lsh_post1.html
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Randomized bins (hash functions) work even better!

Credit: https://unboxresearch.com/articles/lsh_post1.html 

Simple to implement in TensorFlow, PyTorch, JAX using native 
operations: high portability to Nvidia, AMD, Intel Gaudi etc. today

https://unboxresearch.com/articles/lsh_post1.html
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One layer of learnable graph building with locality sensitive hashing and message passing

X ∈ ℝN×F

Input  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Scalable GNN based on the Reformer architecture

https://blog.research.google/2020/01/reformer-efficient-transformer.html 

https://blog.research.google/2020/01/reformer-efficient-transformer.html


32

Can construct multilayered networks from the scalable 
GNN-LSH building block

Aggregate and build higher-level 
representations in a learnable way
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Better-than-SOTA result!

tuning

scalable transformer

scalable GNN

tuning
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Even though we optimise a particle-based loss…

Better-than-SOTA event reconstruction emerges naturally
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Clustering (graph building) is an internal detail, not a model target.
PF
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Optimize model for particle reconstruction, not clustering!
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