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Task Recap

This task will focus on designing, procuring, deploying and operating the 
computing infrastructure (hardware and software) and platforms required to 
support the common tasks in WP1 (hardware-aware neural network training 
workflows and next-generation physics simulations) and the specific activities in 
WP2 and WP3.



Homepage: https://ngt-wp1-1.docs.cern.ch/

Mailing List: ngt-wp1-task1-1@cern.ch

Mattermost Channel: #Task 1.1

Weekly Meetings (Fri 2pm): Indico Category, Agenda and Minutes
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Contacts

Hannes Hansen
( September 24 )

Raulian Chiorescu
( June 24 )

Ricardo Rocha Amine Lahouel
( January 25 )

Jessy Sobreiro
( September 24 )

https://ngt-wp1-1.docs.cern.ch/
mailto:ngt-wp1-task1-1@cern.ch
https://mattermost.web.cern.ch/nextgen-triggers/channels/task11
https://indico.cern.ch/category/17897/
https://docs.google.com/document/d/1FxFD9YwheqAtL_J3DHogjR_Hefd0bdmsCd061O9fZ9M/edit?tab=t.0#heading=h.g2oowu1l5phe
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Resources: Procurement

Long process to collect requirements and agree on a set of specifications

Key dates

May 2024: Market survey for bulk Nvidia H100 NVL

September 2024: Bids received for bulk Nvidia H100 NVL

October 2024: All hardware specifications completed

November 2024: Orders out for bulk Nvidia H100 NVL resources, quote requests for others

Current estimate for hardware arrival: Q2 2025
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Resources: Hardware Specification
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Resources: Seeding

A survey was sent to collect needs for seeding resources prior to the on-premises hardware arrival

Currently available set of resources, still with direct assignment to individuals / teams

Reminder: possibility to access a larger number of Nvidia A10 GPUs
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Benchmarks: Use Cases

A survey was sent to collect different project use cases, to be used for HW benchmarking

https://docs.google.com/forms/d/e/1FAIpQLSfd_sDxmQ5JKjx79hKmPxFzv4G6QIA3kZD7ju7MucSEdGhPdw/viewform
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Benchmarks: Use Cases

A survey was sent to collect different project use cases, to be used for HW benchmarking

Work In Progress
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Platform: Services (Current)

First two services deployed and available to the whole project

GitLab CI Runners with GPUs

Integrated into the shared runners in the CERN GitLab CI

https://gitlab.docs.cern.ch/docs/Build%20your%20application/CI-CD/Runners/k8s-gpu-runners
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Platform: Services (Current)

First two services deployed and available to the whole project

GitHub Action Runners with GPUs

Requires explicit setup of the GitHub repo/org, check here for instructions

https://ngt-wp1-1.docs.cern.ch/services/github-actions/
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Platform: Survey

A survey was sent to collect platform and hardware access requirements

19 responses from almost all tasks in the project: thank you!

Full results presented in the last WP1.1 weekly meeting

https://forms.gle/mrSj5VAj2Ngw4bkF7
https://indico.cern.ch/event/1391494/
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Platform: Survey
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Summary & Next Steps

2024 focused on getting the task up and running, hiring

Significant Achievements

Hardware specification and on-premises procurement set to be completed by end of 2024

Initial set of seeding resources available

Initial set of platform services available (GPUs in GitLab CI, GitHub Actions)

2025 work and planning

Install and configure all on-premises resources and onboard cloud resources

Complete use case collection and setup benchmark automation

Deliver a common platform for shared access to project resources

Deliver a MLOps platform covering the full ML lifecycle


