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The CKM triangle

•  and  determine height of 
CKM triangle


• Consistent discrepancy in different 
measurement methods for  and 

 in the last 15+ years
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A long-standing puzzle

• Inclusive decays consider all  
 decays


• Exclusive decays consider one 
specific  decay, e.g. 




• Discrepancy is not just an „aesthetic 
problem“, it limits the precision of 
e.g. the prediction on 

B → Xc/u μν

B → Xc/uμν
B → D*μν

εK ∼ V4
cb

Inclusive vs Exclusive
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charm decays.

The uncertainties that only a↵ect the overall normal-
isation are: the tracking e�ciency for high momen-
tum tracks, the branching ratios B(D⇤+

! D
0
⇡
+), and

B(D0
! K

�
⇡
+), the total number of ⌥(4S) events in

the sample, and the B
0 lifetime.

VIII. RESULTS

The full results for the CLN fit are given below, where
the first uncertainty is statistical, and the second system-
atic.

⇢
2 = 1.106 ± 0.031 ± 0.007 ,

R1(1) = 1.229 ± 0.028 ± 0.009 ,

R2(1) = 0.852 ± 0.021 ± 0.006 ,

B(B0
! D

⇤�
`
+
⌫`) = (4.86 ± 0.02 ± 0.15)% ,

F(1)|Vcb|⌘EW ⇥ 103 = 35.06 ± 0.15 ± 0.54 .

These results are consistent with, and more precise than
those published in Refs. [4, 17–19]. We find the value of
branching fraction is insensitive to the choice of parame-
terisation. We also present the results for |Vcb| from the
BGL fit, where the first uncertainty is statistical, and the
second systematic.

F(1)|Vcb|⌘EW ⇥ 103 = 38.73 ± 0.25 ± 0.60.

These results are consistent with those based on a pre-
liminary tagged approach by Belle [20], as performed in
Refs. [14, 15]. Both sets of fits give acceptable �

2
/ndf:

therefore the data does not discriminate between the pa-
rameterisations. The result with the BGL paramterisa-
tion has a larger fit uncertainty.

Taking the value of F(1) = 0.906 ± 0.013 from Lattice
QCD in Ref. [21] and ⌘EW = 1.0066 from Ref. [13], we
find the following values for |Vcb|: (38.4±0.2±0.6±0.6)⇥
10�3 (CLN+LQCD) and (42.5 ± 0.3 ± 0.7 ± 0.6) ⇥ 10�3

(BGL+LQCD). The value of |Vcb| using CLN parameter-
isation is consistent with the world average value where
as the value we get using BGL parameterisation is higher
but consistent with the inclusive |Vcb| value shown in Eq.2
and Eq.1 respectively.

We perform a lepton flavour universality (LFU) test
by forming a ratio of the branching fractions of modes
with electrons and muons. The corresponding value of
this ratio is

B(B0
! D

⇤�
e
+
⌫)

B(B0 ! D⇤�µ+⌫)
= 1.01 ± 0.01 ± 0.03 ,

where the first error is statistical and the second is
systematic. The systematic uncertainty is dominated by
the electron and muon identification uncertainties, as all
others cancel in the ratio. This is the most stringent test
of LFU in B decays. This result is consistent with unity.

IX. CONCLUSION

In this conference paper we present a new study by the
Belle experiment of the decay B ! D

⇤
`⌫. We present the

most precise measurement of |Vcb| from exclusive decays,
and the first direct measurement using the BGL param-
eterisation. The BGL parameterisation gives a higher
value for |Vcb|, which is closer to that expected from the
inclusive approach [1, 22–24]. We also place stringent
bounds on lepton flavour universality violation, which
has been observed to be consistent with zero.
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FIG. 4. Result of the fits to the (cos ✓B,D⇤`, �m, p`) distributions in the e mode (left) and µ mode (right). The bin boundaries
are discussed in the text. The points with error bars on-resonance data. Where not shown, the uncertainties are smaller
than the black markers. The histograms are, top to bottom, the signal component, B ! D⇤⇤`⌫ background, signal correlated
background, uncorrelated background, fake ` component, fake D⇤ component and continuum background.

where NB0 is the number of B
0 mesons in the data sam-

ple, B(D⇤+
! D

0
⇡
+) and B(D0

! K
�

⇡
+) are the D

⇤

and D branching ratios into the final state studied in
this analysis, ⌧B0 is the B

0 lifetime, and �i is the width
obtained by integrating the CLN theoretical expectation
within the corresponding bin boundaries. The expected
number of events, N

exp.
i , must take into account finite

detector resolution and e�ciency,

N
exp.
i =

40X

j=1

(Rij✏jN
theory
j ) + N

bkg
i , (19)

where ✏j is probability that an event generated in bin j is
reconstructed and passes the analysis selection criteria,
and Rij is the detector response matrix (the probability

that an event generated in bin j is observed in bin i).
N

bkg
i is the number of expected background events as

constrained from the total background yield fit.
In the nominal fit we use the following �

2 function
based on a forward folding approach:

�
2 =

X

i,j

�
N

obs
i � N

exp
i

�
C

�1
ij

�
N

obs
j � N

exp
j

�
, (20)

where N
obs
i are the number of events observed in bin i of

our data sample, and C
�1
ij is the inverse of the covariance

matrix. The covariance matrix is the variance-covariance
matrix whose diagonal elements are the variances and the
o↵-diagonal elements are the covariance of the elements
from the i

th and j
th positions. The covariance is calcu-

|Vcb | = (38.3 ± 0.3 ± 0.7 ± 0.6) × 10−3|Vcb | = (38.4 ± 0.2 ± 0.6 ± 0.6) × 10−3

Lepton-Flavour-Universality 
Test between Electrons and Muons:

The tension is back :-(

Preliminary

12

TABLE VI. Fit results for the electron and muon sub-samples in the BGL parameterization where the following parameters
are floated: ãf

0 , ã
f
1 , ã

F1
1 , ãF1

2 , ãg
0 along with F(1)|Vcb|⌘EW (derived from ãf

0 ). The p-value corresponds to the �2/ndf using the
statistical errors only.

e µ

ãf
0 ⇥ 102 �0.0507 ± 0.0005 �0.0505 ± 0.0006

ãf
1 ⇥ 102 �0.0673 ± 0.0220 �0.0626 ± 0.0252

ãF1
1 ⇥ 102 �0.0292 ± 0.0086 �0.0247 ± 0.0096

ãF1
2 ⇥ 102 +0.3407 ± 0.1674 +0.3123 ± 0.1871

ãg
0 ⇥ 102 �0.0864 ± 0.0024 �0.0994 ± 0.0027

F(1)|Vcb|⌘EW ⇥ 103 35.01 ± 0.31 34.84 ± 0.35

�2/ndf 48/35 43/35

p-value 0.08 0.26

B(B0 ! D⇤�`+⌫`) [%] 4.91 ± 0.02 4.88 ± 0.03

TABLE VII. Statistical correlation matrix of the fit to the full
sample in the BGL parameterization.

ãf
0 ãf

1 ãF
1 ãF

2 ãg
0

ãf
0 +1.000 �0.790 �0.775 +0.669 �0.038

ãf
1 +1.000 +0.472 �0.411 �0.406

ãF
1 +1.000 �0.981 +0.071

ãF
2 +1.000 �0.057

ãg
0 +1.000

into 10 bins of equal width where the width of each dis-
tribution is equal to 0.05, 0.2, 0.2 and 2⇡

10 respectively.
The bins are labelled with a common index i where i

= 1,...,40. The bins i = 1,...,10 correspond to the 10
bins of w distribution with bin ranging from w = 1.0
to w = 1.50, i = 11,...,20 correspond to the 10 bins of
cos ✓` distribution with bin ranging from cos ✓` = �1.0 to
cos ✓` = +1.0, i = 21,...,30 correspond to the 10 bins of
cos ✓v distribution with bin ranging from cos ✓v = �1.0
to cos ✓v = +1.0 and i = 31,...,40 correspond to the 10
bins of � distribution with the bin ranging from � = �⇡

to � = ⇡.

The values of |Vcb| and the form factors extracted from
fits to these data are found to be compatible with the
nominal analysis approach used in this paper. The over-
all uncertainties may be slightly larger as non-linear cor-
relations of systematic uncertainties are not captured by
the covariance matrices.

IX. RESULTS

The full results for the CLN fit are given below, where
the first uncertainty is statistical, and the second system-

atic:

⇢
2 = 1.106 ± 0.031 ± 0.007, (24)

R1(1) = 1.229 ± 0.028 ± 0.009, (25)

R2(1) = 0.852 ± 0.021 ± 0.006, (26)

F(1)|Vcb|⌘EW ⇥ 103 = 35.06 ± 0.15 ± 0.56, (27)

B(B0
! D

⇤�
`
+
⌫`) = (4.90 ± 0.02 ± 0.16)%, (28)

where the first error is statistical and the second error
is systematic. The dominant systematic uncertainties
are the track reconstruction or the lepton ID uncertainty
which are correlated between di↵erent bins. These results
are consistent with, and more precise than, those pub-
lished in Refs. [7, 25–27]. We find the value of branching
fraction is insensitive to the choice of parameterization.
We also present the results from the BGL fit, where the
first uncertainty is statistical, and the second systematic.

ã
f
0 ⇥ 103 = �0.506 ± 0.004 ± 0.008, (29)

ã
f
1 ⇥ 103 = �0.65 ± 0.17 ± 0.09, (30)

ã
F1
1 ⇥ 103 = �0.270 ± 0.064 ± 0.023, (31)

ã
F1
2 ⇥ 103 = +3.27 ± 1.25 ± 0.45, (32)

ã
g
0 ⇥ 103 = �0.929 ± 0.018 ± 0.013, (33)

F(1)|Vcb|⌘EW ⇥ 103 = 34.93 ± 0.23 ± 0.59, (34)

B(B0
! D

⇤�
`
+
⌫`) = (4.90 ± 0.02 ± 0.16)%. (35)

These results are lower than those based on a prelim-
inary tagged approach by Belle [28], as performed in
Refs. [20, 21]. Both sets of fits give acceptable �

2
/ndf:

therefore the data do not discriminate between the pa-
rameterizations. The result with the BGL paramterisa-
tion is consistent with the CLN result but has a larger
fit uncertainty.

Taking the value of F(1) = 0.906 ± 0.013 from Lattice
QCD in Ref. [29] and ⌘EW = 1.0066 from Ref. [19], we
find the following values for |Vcb|: (38.4±0.2±0.6±0.6)⇥
10�3 (CLN+LQCD) and (38.3 ± 0.3 ± 0.7 ± 0.6) ⇥ 10�3

(BGL+LQCD). The errors correspond to the statistical,
systematic and lattice QCD uncertainties respectively.

Fermilab/MILC
[arXiv:1403.0635]
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A long-standing puzzle
• Exclusive measurements performed 

by B-factories and LHCb.


• Inclusive measurements only by B-
factories.


• Lack of unique final state very hard 
for detectors at hadron colliders.

Inclusive vs Exclusive
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|Vcb|[10�3]

ALEPH [PLB 395, 373 (1997)]

CLEO [PRL 82, 3746 (1999)]

Belle [PRD 93, 032006 (2016)]

BaBar [PRD 79, 012002 (2009)]
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ALEPH [PLB 395, 373 (1997)]
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OPAL [PLB 482, 15 (2000)]

DELPHI [PLB 510, 55 (2001)]

DELPHI [EPJ C33, 213 (2004)]

BaBar [PRD 77, 032002 (2008)]

BaBar [PRL 100, 231803 (2008)]

BaBar [PRD 79, 012002 (2009)]

Belle [PRD 100, 052007 (2019)]
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LHCb [PRD 101, 072004 (2020)]
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modeling of signal and backgrounds, the fit is carried out in
five MX bins. For each channel and reconstructed q2

threshold, an adaptive binning is chosen. The likelihood
is numerically maximized using the MINUIT algorithm [50]
in scikit-hep/iminuit [51].
The sample composition projections for q2reco >

1.5 GeV2=c4 are shown in Appendix A. The MX and
q2reco distributions with the fitted MC yields are shown in
Fig. 4 for q2reco > 1.5 GeV2=c4 with finer granularity
than used in the fit. The agreement is fair, and the p value
from a χ2 test for the q2reco distribution in the range of
1.5 − 15 GeV2=c4 is 30%.
The event-wise signal probability w is obtained by

constructing a binned probability as a function of q2reco via

wiðq2recoÞ ¼ ðni − η̃BB̄f̃
BB̄
i − η̃qq̄f̃

qq̄
i Þ=ni; ð15Þ

with ni the observed events in bin i of q2reco. Furthermore,
f̃i are the fractions of events for a given background
category estimated from the simulation, and η̃ denote the
sum of the number of background events from the MX fits.
We calculate a continuous signal probability wðq2recoÞ by

interpolating the binned distribution with smoothed cubic

splines [52]. Negative probabilities are set to zero. The
cubic-spline fit and statistical uncertainties of the signal
probability are shown in Fig. 5. The statistical uncertainty
on hq2ni is evaluated by a bootstrapping procedure [53],
and a selection of spline fits from replicas is shown in
Fig. 5. The statistical uncertainty of wðq2recoÞ increases
towards large q2reco.

B. q2 calibration

The q2reco distribution is calibrated by exploiting the
linear relationship between reconstructed and generated
moments. Figure 6 shows the linear relationship for
simulated events for the first moment and as functions
of q2 threshold between the reconstructed and true q2

distribution. We calibrate each event with

FIG. 4. The MX and q2reco spectra with B → Xclν̄l and back-
ground components normalized to the results of the MX fits are
shown for q2reco > 1.5 GeV2=c4.

FIG. 5. Binned signal probability wi for q2reco > 1.5 GeV2=c4

together with a smoothed cubic-spline fit (dark red). In addition,
variations of the signal spline fit (light red) determined with
bootstrap replicas are shown.

FIG. 6. Linear calibration function for the first moments.
The first moments are shown as a function of the minimum
q2 requirement on the reconstructed and true underlying q2

distributions.
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„The whole is more than the sum of its parts“

• Instead of a „true“ inclusive 
measurement, sum all final states.


• Pioneering measurement by CDF 
(from 2005!), however by now 
outdated by knowledge about the 

 spectrum


•   spectrum complicated by 
interference effects.

D**

D(*(*))

Sum-of-exclusivesso to the B
0 mode, where no contribution could be found in this analysis.

Three D
⇤⇤ resonances are known for the D

⇤
⇡ final state, D1, D0

1, and D
⇤
2. The three

components are parametrized with Breit-Wigner functions convolved with a Gaussian. The
shape parameters of the two narrow resonances D1 and D

⇤
2 are constrained within Gaussian

distributions to their world averages [3], while the peak position and width of the broad
D

0
1 resonance is fixed to its world average. Instead of fitting the m(D⇤

⇡) mass directly the
invariant mass of the D⇤ is subtracted. This allows to conveniently incorporate the feeddown
component as well. By subtracting the invariant mass of the D meson from m(D⇡) the
peaks align. We perform the fit in the range 0.2 to 0.8GeV/c2. The data and the overlaid
fit projections are shown in Fig. 16. The yields of the three components and the resulting
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FIG. 16: Distribution of the mass di↵erence m(D⇤⇡) � m(D⇤) of B0
! D⇤0⇡�`+⌫` (left) and

B+
! D⇤�⇡+`+⌫` (right) reconstruction after applying signal weights determined from a fit of the

U distribution using the sPlot technique.

branching fractions are listed in Table XI. The systematic uncertainty is dominated by
the shape uncertainties. It is determined by fitting twice, once with the shape parameters
floating and once fixed. The results for the decays via the narrower D1 and D

⇤
2 resonances

TABLE XI: Fitted D⇤⇤ yields, statistical significances, and branching fractions for the D⇤⇡ final
state.

yield S branching fraction [%]

B0
! D�

1 `
+⌫` with D�

1 ! D⇤0⇡� 866± 142 25.3 0.306± 0.050 (stat)± 0.028 (syst)

B0
! D0 �

1 `+⌫` with D0 �
1 ! D⇤0⇡� 523± 173 17.3 0.206± 0.068 (stat)± 0.025 (syst)

B0
! D⇤�

2 `+⌫` with D⇤�
2 ! D⇤0⇡� 145± 114 4.4 0.051± 0.040 (stat)± 0.010 (syst)

B+
! D0

1`
+⌫` with D0

1! D⇤�⇡+ 698± 65 24.2 0.249± 0.023 (stat)± 0.014 (syst)

B+
! D0 0

1 `+⌫` with D0 0
1 ! D⇤�⇡+ 353± 93 13.3 0.138± 0.036 (stat)± 0.008 (syst)

B+
! D⇤0

2 `+⌫` with D⇤0
2 ! D⇤�⇡+ 382± 74 11.8 0.137± 0.026 (stat)± 0.009 (syst)

25

Phys.Rev.D 71 (2005) 051103
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Provided to you by the LHC

• LHCb reconstructs many  and  
hadrons.


•  has mostly well-separated 
resonances - no interference effects 
to consider.


•  abundant at LHCb.


• But how do we actually determine 
 ?

B0
s Λ0

b

D(*(*))
s

B0
s → D(*(*))

s ℓν

Vcb

Plenty of  mesonsB0
s D+

s D*+
s

D*+
s0

D′￼+
s1

D+
s1

D*+
s2

non-resonant
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And its parameters

• Decay rate of  given 
by , and expansion in  with 
perturbatively calculable parts 
and non-perturbative parameters.


• Corrections only enter at 


• Need to determine  and  
from data.

B0
s → D(*(*))

s ℓν
Vcb 1/mn

b

1/m2
b

μπ, μG, ρD ρLS

Heavy Quark Expansion

7



Now wait a moment

• Can link  and  to 
statistical moments of the  or 

 spectra.


•  and  not directly accessible at 
LHCb, but sum-of-exclusives  is.


• So all we need to know is the 
 spectrum, and we can 

extract the non-perturbative 
parameters of the HQE

μπ, μG, ρD ρLS
E*ℓ , q2

mXc

E*ℓ q2

mXc

mXc
= mD(*(*))

s
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Figure 2. Distributions of the three Mx moments (diagonal) and their correlations obtained in
Conf. A.

of the HQE parameters. Without a kinematic cut, we find

M1 = 4.85 + 0.30αs + 0.46 µ2
G

GeV2 − 0.68 µ2
π

GeV2 + 0.99 ρ3D
GeV3 − 0.12 ρ3LS

GeV3 ,

M ′
2 = 0.28 + 1.47αs − 0.30 µ2

G

GeV2 + 4.77 µ2
π

GeV2 − 6.0 ρ3D
GeV3 + 0.28 ρ3LS

GeV3 ,

M ′
3 = −0.058 + 3.3αs + 0.04 µ2

G

GeV2 + 3.6 µ2
π

GeV2 + 23.96 ρ3D
GeV3 + 0.96 ρ3LS

GeV3 , (6.1)

in units of GeV2, GeV4 and GeV6, respectively. These expressions differ from the ones in [54]
due to mB0

s
entering the definition of the MX moments in (2.7). These expressions were

checked against the Koyla-package that is under development [55]. In this first study, we do
not include the α2

s corrections. These corrections are known analytically without a kinematic
cut [18, 19] (see also [56] for a first study up to α3

s), and mix with αs corrections from the
scheme transformation of the quarks and kinetic parameters. We note that not all lepton
energies may be accessible and that in fact a cut on the lepton energy would be required. In
the future, it is worth to investigate if also moments as a function of the lepton energy cut
can be obtained, as done for the B0 analysis. At the moment, we use the above expressions
without any kinematical constraints.

To get an idea of the numerical values of the moments, we can make “SM” estimates
for these moments, using the inputs defined in section 2.1 for the B0

s decays based on the
SU(3)F assumptions. We find

MSU(3)F
1 " (4.95± 0.08)GeV2 , (M ′

2)SU(3)F " (1.67± 0.52)GeV4 ,

(M ′
3)SU(3)F " (8.80± 0.84)GeV6 , (6.2)

– 12 –
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Of semileptonic  decaysB0
s

• 1 ground state,  
1 excited state,  
4 higher excited states,  
„non-resonant“ contribution


• Each  meson has different BRs 
into different final states - need to 
know at least one precisely.

D(*(*))
s

Current knowledge

J
H
E
P
0
6
(
2
0
2
4
)
1
5
8

B0
s Decay B[%] (Conf. A) B[%] (Conf. B)

B0
s → Xcs!ν̄! 10.05±0.31 10.05±0.31

B0
s → D+

s !−ν̄! [38] 2.44±0.23 2.44± 0.10
B0

s → D∗+
s !−ν̄! [38] 5.3±0.5 5.30 ±0.22

B0
s → D∗+

s0 !−ν̄! (see text) 0.3±0.3 0.30±0.03
B0

s → D
′+
s1 !−ν̄! (see text) 0.3±0.3 0.30±0.03

B0
s → D+

s1!
−ν̄! 0.98±0.20 0.98±0.05

B0
s → D∗+

s2 !−ν̄! 0.58±0.20 0.58±0.04
B0

s → D(∗)K!−ν̄! (see text) 0.15±0.15 0.150±0.015

Table 2. The branching fractions of the contributions to the B0
s → Xcs!−ν̄! decay. Configuration

(Conf.) A reflects the current knowledge on the branching fractions, Conf. B an improved precision
that could be achieved in the future, as explained in the text.

Besides the states described so far, higher mass D+
s states exist as well [30], they are

expected to predominantly decay to D0K+, D+K0 or DKπ combinations. These have been
observed in the study of the DK mass spectra in B0

s → DKπ and B→ DKπ hadronic decays,
and in the DKπ mass spectrum of B0 → DDKπ decays [40].

In the following we briefly summarize the present knowledge, or expectations, on the
B0

s semileptonic decays into D+
s excited L = 1 states:

1. B0
s → D∗+

s0 !−ν̄! and B0
s → D

′+
s1 !−ν̄!: these decays have not been observed yet. Since

the discovery of the D∗+
s0 and D

′+
s1 mesons, many calculations of the B0

s → D∗+
s0 and

B0
s → D

′+
s1 form factors have been reported. The predicted branching fractions are

in the range of 0.1% to 0.4%, [41–47]. In the following study we assume a branching
fraction of 0.3% for both B0

s → D∗+
s0 !−ν̄! and B0

s → D
′+
s1 !−ν̄! decays, with a relative

uncertainty of 100%.

2. B0
s → D+

s1!
−ν̄!: this decay mode has been observed by the D0 collaboration using

the D
′+
s1 → D+K0

S decay [48], and by LHCb using the D
′+
s1 → D0K+ decay mode [49].

Considering the Ds1(2536)+ decay modes shown in table 1, we estimate B(B0
s →

D+
s1!

−ν̄!) = (0.98± 0.20)%.

3. B0
s → D∗+

s2 !−ν̄!: this decay has been observed by LHCb using the D∗+
s2 → D0K+ decay

mode [49]. Taking into account the D∗+
s2 decay modes shown in table 1, we estimate

B(B0
s → D∗+

s2 !−ν̄!) = (0.58± 0.20)%.

We summarize the current knowledge of the semileptonic branching fractions of the B0
s

meson (measured or estimated) in the first column (Conf. A) in table 2. Conf. B is a future
scenario that we discuss in the next section.

The semileptonic B0
s decays into higher mass excited states have not been observed

yet, but their predicted branching fractions are below 0.1%, as shown in refs. [50, 51].
Above the DK mass threshold, one would expect the non-resonant contribution of the

– 8 –
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The basics

• 


• Known with about 10% relative precision.

• Potential for further reduction.


• 


• Known with about 10% relative precision.

• Potential for further reduction.

ℬ(B0
s → D+

s μ−ν)

ℬ(B0
s → D*+

s μ−ν)

First two states
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Below threshold

•  The first two higher resonances are below the  threshold, so 
exclusively decay to  mesons.


• 


• No measurement has been published. We assume 

•  known with about 20% relative uncertainty.

• Soft  makes the reconstruction inefficient, but clearly doable.


• 

• No measurement has been published. We assume 

•  known with about 20% relative uncertainty


•  also seen and experimentally easier, but a bit larger uncertainty

DK
D+

s

ℬ(B0
s → D*+

s0 μ−ν)
ℬ = (0.3 ± 0.3) %

ℬ(D*+
s0 → D+

s π0)
π0

ℬ(B0
s → D′￼+

s1μ−ν)
ℬ = (0.3 ± 0.3) %

ℬ(D′￼+
s1 → D*+

s π0)
D′￼+

s1 → D+
s π+π−

First excited states

11

4

PDG value of ∆M = 143.8 ± 0.4MeV/c2. The
MC, which uses the PDG value as an input, gives
∆M = 143.9 ± 0.1MeV/c2 and σ = 1.0 ± 0.1MeV/c2.
(The errors quoted here are statistical only). We
attribute the difference to the π0 energy calibration
uncertainty, and conservatively assign a ±0.6MeV/c2

error to this effect. This error only contributes to the
mass measurements.
For the cross-feed background to the DsJ(2317) signal,

we vary the feed-down background parameters and the
DsJ(2457) yield by ±1σ and assign the variation in out-
put values as errors. For the DsJ(2457), we determine
the uncertainty of the feed-up fraction from the differ-
ence between the D∗

s signal region and the sideband re-
gion using the MC. For the non-cross-feed background,
we repeat the fit using a second-order polynomial for the
DsJ(2317) and a linear function for the DsJ(2457) and
assign the difference as errors. Differences between the
MC input and output values for the DsJ parameters can
reflect possible errors arising from the choice of signal
shape and other factors in the analysis. We assign these
differences as errors.
The final results for the masses are

M(DsJ(2317)) = 2317.2± 0.5(stat)± 0.9(syst)MeV/c2

M(DsJ(2457)) = 2456.5± 1.3(stat)± 1.3(syst)MeV/c2.

The M(DsJ (2317)) result is consistent with BaBar [1]
and CLEO results [2]. Our M(DsJ(2457)) value is
consistent with BaBar [17] but significantly lower than
that from CLEO [2]. We set upper limits for the
natural widths of Γ(DsJ (2317)) ≤ 4.6MeV/c2 and
Γ(DsJ (2457)) ≤ 5.5MeV/c2 (90% C.L.), respectively.
Using the observed signal yields of 761 ± 44(stat) ±

30(syst) and 126 ± 25(stat) ± 12(syst)for the DsJ (2317)
and DsJ (2457), and the detection efficiencies of 8.2% and
4.7% for the DsJ(2317) and DsJ (2457), we determine the
ratio

σ(DsJ (2457)) · B(D
+
sJ(2457) → D∗+

s π0)

σ(DsJ (2317)) · B(D
+
sJ(2317) → D+

s π0)

= 0.29± 0.06(stat)± 0.03(syst).

The detection efficiencies are determined from the MC
assuming the same fragmentation function for the two
states. The dominant source of systematic error is the
systematic uncertainty in the DsJ(2457) yield.
In the DsJ (2457) region of the ∆M(D+

s π
0) distribu-

tion, we find 22 ± 22 events from a fit to a possible
DsJ(2457) signal. From this, we obtain the upper limit

B(D+
sJ(2457)→ D+

s π
0)

B(D+
sJ(2457)→ D∗+

s π0)
≤ 0.21 (90% C.L.).

The decay to a pseudo-scalar pair is allowed for a state
with a parity of (−1)J . Thus, absence of such a decay
disfavors DsJ (2457) having JP of 0+ or 1−.
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FIG. 3: (a) The ∆M(D+
s γ) distribution. The curve is a

fit using a double Gaussian for the signal and a third-order
polynomial for the background. (b) The ∆M(D+

s π+π−) dis-
tribution. The curve is a fit using Gaussian for the signals
and a third-order polynomial for the background.

Figure 3(a) shows the ∆M(D+
s γ) = M(D+

s γ)−MD+
s

distribution. Here photons are required to have ener-
gies greater than 600 MeV in the CM and those that
form a π0 when combined with another photon in the
event are not used. A clear peak near ∆M(D+

s γ) ∼
490MeV/c2, corresponding to the DsJ(2457), is ob-
served. No peak is found in the DsJ (2317) region. The
D+

s sideband distribution, shown as a histogram, shows
no structure. We fit the distribution with a double
Gaussian for the signal, which is determined from the
MC, and a third-order polynomial for the background.
The fit yields 152 ± 18 (stat) events and a ∆M peak
at 491.0 ± 1.3(stat) ± 1.9(syst)MeV/c2 (corresponding
to M = 2459.5 ± 1.3(stat) ± 2.0(syst)MeV/c2). The
DsJ(2457) mass determined here is consistent with the
value determined from D∗

sπ
0 decays.

Using the detection efficiency of 10.2% for the D+
s γ

decay mode, we determine the branching fraction ratio

B(D+
sJ(2457)→ D+

s γ)

B(D+
sJ(2457)→ D∗+

s π0)
= 0.55±0.13(stat)±0.08(syst).

This result, which has a statistical significance of 10σ,
is consistent with the first measurement by Belle [16]
0.38± 0.11(stat)± 0.04(syst) with B → D̄DsJ(2457) de-
cays, and with the theoretical predictions [3],[13]. The
existence of the DsJ(2457) → Dsγ mode rules out the 0±

quantum number assignments for the DsJ (2457) state.
For the DsJ(2317), we obtain the upper limit

B(D+
sJ(2317) → D+

s γ)

B(D+
sJ(2317) → Dsπ0)

≤ 0.05 (90% C.L.).

From the M(D∗+
s γ) = M(D∗+

s γ) − MD∗+
s

distribution,
we determine the upper limits

B(D+
sJ(2317) → D∗+

s γ)

B(D+
sJ(2317) → Dsπ0)

≤ 0.18 (90% C.L.) and

B(D+
sJ(2457) → D∗+

s γ)

B(D+
sJ(2457) → D∗+

s π0)
≤ 0.31 (90% C.L.).

PRL 92, 012002
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Above threshold

• The second two higher resonances are above the  threshold, 
and decay to  mesons.


• 

• Measured by DØ and LHCb with about 20% relative uncertainty. Easy to 

improve. 


•  known with about 15% relative uncertainty, thanks to 
recent BESIII result, arXiv:2407.07651 (not yet used in the following)


• Experimentally easy, reconstruct  as .


• 

• Measured by LHCb with about 35% relative uncertainty. Easy to improve.

•  with about 15% relative uncertainty, thanks to recent 

BESIII result, arXiv:2407.07651 (not yet used in the following)

• Experimentally easy

DK
DK

ℬ(B0
s → D+

s1μ
−ν)

ℬ(D+
s1 → D0*K+)

D*0 D0

ℬ(B0
s → D*+

s2 μ−ν)

ℬ(D*+
s2 → D0K+)

Second excited states
Phys.Lett.B 698 (2011) 14-20
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https://arxiv.org/abs/2407.07651
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-

• Resonances with higher mass than the  have 
been observed.


• Measuring  with  is 
experimentally straightforward, but 

 cannot be measured at LHCb.


• Might be possible at Belle II (?)

D*+
s2

ℬ(B0
s → D*+

sJ μ−ν) D*+
sJ → D0K+

ℬ(D*+
sJ → D0K+)

Even higher states
Phys.Rev.D 80 (2009) 092003
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And their modelling

•  has been observed at LHCb, but 
no branching fraction was published. 


• For this study we extract the shape from a 
„modified Goity-Roberts model“ (used for 

), accounting for the  
difference.


• A new approach is under development, 
following arxiv:2311.00864 for   
(E. Gustafson, F. Herren, R. S. Van de Water, R. van Tonder, M. L. Wagman)

B0
s → D0K+μν

B → Dπℓν K − π

B → Dπℓν

„Non-resonant“ decays
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Phys.Rev.D 100 (2019) 3, 031102 
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-

• Summing up all exclusive branching 
fractions, including an estimate of 
the non-resonant contribution from 
Phys.Rev.D 100 (2019) 3, 031102, we 
got more than the prediction for the 
semileptonic branching fraction


• Given the uncertainty on the non-
resonant component, we 
constrained it to:

Total Branching fraction

• 


• 


•

ΓSL(B0
s )/ΓSL(B0) = 1 − (0.018 ± 0.008)

ℬ(B0
s → Xcμν) = (10.05 ± 0.31) %

ℬ(B0
s → D(*)0K+ℓν) = ℬ(B0

s → Xcμν) − ∑
res

ℬres

15
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Of semileptonic  decaysB0
s

The spectrum

16



And where they are coming from

•  can be obtained from  
hyperfine splitting.


•  can be obtained from the  
and  mass differences


•  can be linked to the decay 
constant


• For  we take the value from  
and increase the uncertainty due to 

 breaking effects

μG B*0
s − B0

s

μπ B0
s /B0

D0
s /D0

ρD

ρLS B0

SU(3)F

SM „predictions“

•  




• 


• 


•

(m2
B*0

s
− m2

B0
s
) =

4
3

μ2
G(B0

s ) + 𝒪(1/mb)
μ2

G(B0
s ) = (0.35 ± 0.07) GeV2

μ2
π(B0

s ) = (0.58 ± 0.10) GeV2

ρ3
D(B0

s ) ≃ (0.26 ± 0.03) GeV3

ρ3
LS(Bs) ≃ − (0.13 ± 0.10) GeV3
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And value of moments

• Conf. A uses the currently 
known experimental precision


• Conf. B a future with improved 
precisions


• L = 0 and L = 1 only considers 
spin 0 and spin 1 resonances


• Using these values, and 
constraining  and  we can 
obtain „measurements“ for all 
HQE parameters

μG ρLS

Fit to spectrum
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P
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Figure 1. Distributions of M(Xcs) of a pseudo-experiment. The peaks correspond to the resonant
contributions.

Moments Conf. A M ′
2 M ′

3 Conf. B M ′
2 M ′

3 L = 0 and L = 1
M1 [GeV2] 4.82± 0.08 0.74 0.55 4.78±0.02 0.72 0.45 4.79±0.02
M ′

2 [GeV4] 1.36 ± 0.29 0.96 1.22±0.05 0.90 0.82±0.09
M ′

3 [GeV6] 4.7 ± 1.8 3.86±0.28 1.07±0.11

Table 3. Extracted values of the moments for configuration A and B. The correlations between
the moments are also reported. In the last column the moments are extracted assuming only the
contributions of the resonant L = 0 and L = 1 states.

6 Moment analysis

The distribution of the moments determined from the pseudo-experiments are shown in
figure 2. It can be noted that the two higher-order central moments M ′

2 and M ′
3, have a

correlation above 90%. The resulting moments, and their correlations, are reported in table 3
for both configurations considered. For comparison we report also the moments assuming only
the resonant states. While the moment M1 is only marginally affected by the non-resonant
component, the higher-order moments, M ′

2 and M ′
3, depend crucially on this component.

6.1 Expressions for the moments and theoretical inputs

In this section, we discuss what the extracted experimental moments imply for the HQE
parameters. For this study, we fix both the mass of the b quark and the c quark as in (2.10).
With these inputs, we can find easy expressions for the centralized moments in (2.9) in terms

– 11 –
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And value of HQE parameters

• We obtain:


•  vs  (predicted) 

and therefore 


•  vs  (predicted) 

and therefore 


• The constrained values of  and  are very close to their input values.

μ2
π = (0.46 ± 0.12) GeV2 (0.58 ± 0.10) GeV2

μ2
π(B0

s )
μ2

π(B0)
∼ 0.96

ρ3
D = (0.16 ± 0.06) GeV3 (0.26 ± 0.03) GeV3

ρ3
D(B0

s )
ρ3

D(B0)
∼ 0.86

μG ρLS

Fit to spectrum
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Between HQE parameters

• Using the experimentally measured 



• We calculate  


• Largely driven by branching fraction 
number.


• Strong correlation between  and 

ℬ(B0
s → Xcℓν) = (9.6 ± 0.8) %

Vcb = (41.8 ± 2.0) ⋅ 10−3

ρ3
D μ2

π

 and correlationVcb

0.2 0.3 0.4 0.5 0.6 0.7 0.8

µ2
⇡

0

0.05

0.1
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0.2

0.25

0.3

0.35

0.4

⇢3 D

Conf. A

Conf. B

0.2 0.3 0.4 0.5 0.6 0.7 0.8

µ2
⇡

0.036

0.038

0.04

0.042

0.044

0.046|V
cb
|
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Many interesting things to tackle

•  and  are the dominating contributions. Need a 
precise measurement of the branching fractions (mostly experimental task)


• (Improved) measurements of , and measurements / predictions of 
 and  (theory & experiment)


• Improved theoretical & experimental treatment of  decay

ℬ(B0
s → D+

s μ−ν) ℬ(B0
s → D*+

s μ−ν)

ℬ(B0
s → D**+

s μ−ν)
ℬ(D+

s0 → D+
s X) ℬ(D′￼+

s1 → D+
s Y)

B0
s → D(*)0Kμ−ν

Towards precision
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—

• Presence of mostly narrow resonances in  allows for a sum-of-
exclusives approach to an inclusive measurement.


• Performed a proof-of-concept study, using literature values as input to the 
spectrum and the SM „predictions“.


• Most input measurements can be theoretically and/or experimentally improved.


• With these improvements precise values for the HQE parameters (and ?) can 
be obtained.

B0
s → Xcℓν

Vcb

Conclusion
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—
Decay channels

J
H
E
P
0
6
(
2
0
2
4
)
1
5
8

D∗+
s0 D

′+
s1 D+

s1 D∗+
s2

2317.8± 0.5MeV 2459.5± 0.6MeV 2535.11± 0.06MeV 2569.1± 0.8MeV
< 3.8MeV < 3.5MeV 0.92± 0.05MeV 16.9± 0.7MeV

D+
s π0 100+0

−20% D∗+
s π0 48± 11% D∗+K0

S 85± 12% D0K+ seen
D+

s γ < 5% D+
s γ 18± 4% D∗0K+ 100% D+K0

S seen
D∗+

s γ < 6% D+
s π+π− 4.3± 1.3% D+π−K+ 2.8± 0.5% D∗+K0

S seen
D+

s γγ < 18% D∗+
s γ < 8% D+

s π+π− seen
D∗+

s0 γ 3.7+5.0
−2.4% D+K0 < 34%

D0K+ < 12%

Table 1. Masses and widths of the excited states and their decay modes [30]. Only measured
branching fractions and upper limits are reported, “seen” is used when a decay is established, but no
branching fraction has been reported. Note that for the D+

s1 meson, the decay to D∗0K+ is defined as
100%, and all other branching fraction are measured relative to it.

to the D∗∗+
s mesons are the four well-established P -wave states D∗+

s0 , D
′+
s1 , D+

s1 and D∗+
s2 .6

The two lightest L = 1 D+
s excited states, D∗+

s0 and D
′+
s1 , have a small decay width. They

have a mass below the D0K+ and D∗0K+ mass threshold, respectively, so they only decay
via the strong interaction to the D+

s π or D∗+
s π final states, or via electromagnetic processes.

Since their discovery, several studies have been done on these mesons, because they are
good candidates to be tetraquarks or bound D(∗)K states. At present, the only observed
decay of the D∗+

s0 meson, D∗+
s0 → D∗+

s π0, has been measured by the BESIII collaboration,
with an uncertainty on the branching fraction of 20% [39]. The other allowed decay modes,
D∗+

s0 → D∗+
s γ and D∗+

s0 → D+
s γγ, have not been observed yet. Several final states of the

D
′+
s1 meson decay have been observed, many involving neutral particles. The most precise

measurements were performed with the D∗+
s π0 and D+

s γ final state, both with a relative
uncertainty of about 22% [30].

The masses of the D+
s1 and D∗+

s2 states are larger than the threshold for D0K+ and
D∗K+ production, so they preferentially decay to the D∗K+ or D0K+ final states, mainly
via D-wave processes. Because these states have masses close to the threshold, their natural
width is very narrow. No absolute branching fraction results exist for the D+

s1 and D∗+
s2 states:

for the D+
s1 meson, D∗+K0 and D∗0K+ final states appear most dominant, while for the D∗+

s2
meson, the D0K+ and D+K0 final states have been observed [30].

The mass, width and principal decay modes of the 4 P -wave states are summarized
in table 1.

The small natural widths of these four states, and consequently the lack of interference
between any two states, make the Xcs spectrum qualitatively very different to the Xc spectrum
from B decays. As mentioned, this presents a significant advantage from an experimental
point of view, as the inclusive decay width can be treated as the sum of exclusive resonant
components.

6In the literature, these four states are also denoted as D∗
s0(2317)+, Ds1(2460)+, Ds1(2536)+ and

D∗
s2(2573)+ [30].
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