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A few words about Artificial Intelligence and 

what it means
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So, What is AI?

“The theory and development of computer systems able to perform tasks normally requiring human intelligence, such 

as visual perception, speech recognition, decision-making, and translation between languages.” (Oxford Dictionary)

“Artificial intelligence (AI), in its broadest sense, is intelligence exhibited by machines, particularly computer systems. It

is a field of research in computer science that develops and studies methods and software that enable machines to 

perceive their environment and use learning and intelligence to take actions that maximize their chances of achieving 

defined goals” (Russel and Norvig, Artificial Intelligence: A Modern Approach, 2021)

“The term refers indistinctly to systems that are pure science fiction (so-called "strong" AIs with a self-aware form) and 

systems that are already operational and capable of performing very complex tasks (face or voice recognition, vehicle 

driving - these systems are described as "weak" or "moderate" AIs).” (The Council of Europe)

“The term ‘artificial intelligence’ means a machine-based system that can, for a given set of human-defined objectives, 

make predictions, recommendations or decisions influencing real or virtual environments.” (The National AI Initiative 

Act of 2020, USA)

“AI is the ability of a machine to display human-like capabilities such as reasoning, learning, planning and creativity.” 

(The EU AI Act, 2023, European Union)
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The Four Goals of AI
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Artificial Intelligence: A Modern Approach, 4th Global ed.

by Stuart Russell and Peter Norvig, 2021

The idea that modelling human thought 

processes could enable us to 

somehow replicate such processes in 

computer systems. This has been one 

of the goals of Cognitive Science, an 

interdisciplinary pursuit made up of 

Psychology, Computer Science, 

Philosophy, Linguistics and 

Anthropology.

Attempts to formulate so-called “laws of 

thought”, often expressed using special systems 

of symbols deriving from mathematical logic, and 

thereby build computer systems which are able to 

reason similarly to humans (assuming logic 

adequately models human thought). Since 

humans do not necessarily reason according to 

specific rational laws, this approach is not a 

good match for actual thinking.

Replication of intelligent 

human behaviour (Alan Turing’s 

approach): by behaving 

indistinguishably from a human being, 

the computer has exhibited 

intelligence. This goal represents most 

of the capabilities which AI has been 

focusing on since its conception

(knowledge, reasoning, language 

understanding, and learning)

Acting so as to achieve what one believes to be 

the best outcome. Russell and Norvig 

themselves favour this approach to building so-

called rational agents, pointing out that it in 

fact includes many of the other approaches 

above. Consider that acting rationally is a 

matter of doing what is ‘right’, given the 

situation you are in. This is a source of concern

because a system acting rationally might not act 

humanly and implies the concepts of ethics and 

morality.
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Weak and Strong AI

09/09/2024 IT Innovation 

Acting

Humanly

Acting

Rationally

Thinking

Humanly

Thinking 

Rationally

Narrow or weak AI 

focuses on specific tasks, 

operating under stringent 

constraints in order to 

perfect that task and 

perform it even better than 

humans. Its limited 

functionality allows it to 

automate a specific task 

with ease, and its narrow 

focus has allowed it to 

power many technological 

breakthroughs in just the 

last few years

General or strong AI is 

capable of thinking and 

performing actions in the 

same ways human beings 

can and is able to solve 

problems, plan, and learn 

new skills in ways similar 

to our own. “The more an 

AI system approaches the 

abilities of a human being, 

with all the intelligence, 

emotion, and broad 

applicability of knowledge, 

the more ‘strong’ the AI 

system is considered”

Definitions by Kathleen Walch, managing partner at Cognilytica’s Cognitive Project Management for AI certification and co-host of 

popular podcast called AI Today, https://builtin.com/artificial-intelligence/strong-ai-weak-ai

https://www.cognilytica.com/
https://podcasts.apple.com/us/podcast/ai-today-podcast-artificial-intelligence-insights-experts/id1279927057
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Short Classification of (Weak) AI Capabilities

09/09/2024 IT Innovation 

AI

Problem-
solving

Knowledge, 
reasoning, 

and 
planning

Uncertain 
knowledge 

and 
reasoning

Machine 
Learning

Communica
ting, 

perceiving, 
and acting

Searching, optimisation, 

adversarial searches, games

Logical Agents, 

Knowledge 

Representation, 

Automated 

Planning

Uncertainty 

quantification, 

Probabilistic 

Reasoning, Decision-

Making

Knowledge 

Extraction, Deep 

Learning, 

Reinforcement 

Learning

Natural Language 

Processing, 

Robotics, Computer 

Vision



88

Machine Learning
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http://dx.doi.org/10.3389/fphar.2021.720694



99

Deep Learning
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Artificial Intelligence
Development of systems able to perform tasks 

that typically require human intelligence

Machine Learning
Algorithms that can learn from data and 

make decisions based on patterns observed

Deep Learning
Artificial Neural Networks that 

can reach accurate 

conclusions without human 

intervention
Source: https://blog.dataiku.com/hs-fs/

https://blog.dataiku.com/hs-fs/hubfs/machine%20learning%20vs%20deep%20learning.png?width=602&name=machine+learning+vs+deep+learning.png
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Generative/Adversarial/Diffusion Models

Generative Models allow to create artificial 
data sets with the same probability 
distribution as a training data set (for 
example images)

To improve accuracy a combination of 
Generative and Adversarial models can be 
used, where the adversarial network 
estimates “how close” the “fake” is from the 
“real” data

A recent approach called Diffusion Models 
allows to generate extremely realistic images 
from noise (with or without guiding 
conditions). The forward process (Markov 
chains) adds noise to a given image to 
produce Gaussian noise, the reverse 
process inverts the steps to extract an image 
from noise (NN)
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Attention and Transformers

The Attention mechanism in Machine Learning (2014) mimics the 
process of human cognitive attention.

It has been proposed as a solution to situations (especially time-
dependent or sequential problems (like NPL) where fixed-weight NN 
have a bias towards later input compared to earlier input. 

It is based on the idea that the weights in a NN are “soft”, that is they can 
be changed and adapted during the continuous training process, in the 
same way as human beings can “focus” on specific parts of a sentence 
and “adapt” the relative importance of previous words as they keep 
reading.

If the weights are processed sequentially we have Recursive Neural 
Networks (RNN), if they are processed in parallel we have 
Transformers.

Transformers were proposed in 2017 (https://arxiv.org/abs/1706.03762) 
and are becoming one of the most interesting mechanism for training 
Large Language Models because they require less training time. They 
are at the base of frameworks like BERT and GPT

09/09/2024 IT Innovation 

Source: https://arxiv.org/abs/1706.03762

https://arxiv.org/abs/1706.03762
https://arxiv.org/abs/1706.03762
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Large Language Models (LLMs)

A Language Model is a probabilistic
representation of a natural language. They are 
used for a variety of tasks, like translation, 
predictions, speech recognition, text generation, 
etc.

A Large Language Model is an LM using a 
Large amount of input and weights ☺ An LLM 
can have 109 to 1012 weights. LLMs are made 
possible by technologies like Transformers.

The interest in LLMs is in their observed ability in 
extracting knowledge about syntax, semantics, 
and context (both the good and the bad of it...)

09/09/2024 IT Innovation 

The evolutionary tree of modern LLMs
https://arxiv.org/abs/2304.13712

https://arxiv.org/abs/2304.13712
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Foundation Models
Foundation Models are the closest we have ever been to “General 
Purpose” AI.

FMs were introduced in 2020 by researchers at Stanford University 
as “any model that is trained on broad data (generally using self-
supervision at scale) that can be adapted (e.g., fine-tuned) to a 
wide range of downstream tasks”1.

They are similar to LLMs but are not developed for specific tasks, 
but rather to consume many different types of data (multi-modality) 
and producing adaptable output for different tasks.

Key characteristics of foundation models are “emergence” and 
“homogenization”1, that is the ability to discover models from data 
and to be used in different domains.

GPT3.5 and GPT4 are considered to be Foundation Models already 
as they are able to use different types of input (not just text) and be 
used as building blocks for more specific applications

09/09/2024 IT Innovation 

1https://arxiv.org/abs/2108.07258
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Interpretability and explainability

Because of the way Deep Learning neural networks work, the values of 
the internal hidden layers are not visible and it is difficult to ascertain the 
specific impact of an input value (cause) on the output (effect) or the 
exact path that produced the output from the input (black box effect).

Considerable research is devoted to the so-called “interpretability” and 
“explainability” of deep learning models. In many fields, the fact of not 
being able to consistently reproduce or explain how the output was 
generated or the possible confusion between causation and correlation
is a major problem (the priest effect). A great exposition about this is 
Judea Pearl’s “The Book of Why”.

Typical examples:

If a decision-support system suggest a treatment for a certain medical 
condition that conflicts with the human doctor’s opinion, what decision 
should the doctor take?

If an autonomous vehicle has an accident as consequence of a decision 
of the software, who is responsible? 

09/09/2024 IT Innovation 

Source: Stanford HAI

https://hai.stanford.edu/news/should-ai-models-be-explainable-depends
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Will AI disrupt the job market?
There is intense debate around the fact that AI might/will 
make lots of people redundant. This is a statement made 
every time a new disruptive technology comes around, 
suggesting that history must repeat itself. It has been 
said about steam engines and horses, and it didn’t go 
well for the horses...

A common complementary statement is made more and 
more often “AI Won’t Replace Humans — But Humans 
With AI Will Replace Humans Without AI”. There are 
many viariations of this statement, but all to the same 
effect.

Removing the hype, certainly technologies with the type 
of impact AI are showing require an adaptation of the 
education and skills development systems and 
especially a careful look at possible “digital divide” 
effects.

Human ingenuity and expertise will not be replaced by AI 
anytime soon and are actually an important part of end-
to-end AI pipelines

09/09/2024 IT Innovation 

https://hbr.org/2023/08/ai-wont-replace-humans-but-humans-with-ai-will-replace-humans-without-ai
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AI at CERN

A (really) non-exhaustive list of examples
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AI in Physics Research
Great interest to explore the opportunities 

provided by new AI algorithms/models to 

physics research

09/09/2024 IT Innovation 
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Lorenzo Moneta – CERN openlab Technical Workshop, March 26th, 2024
https://indico.cern.ch/event/1356148/contributions/5815418/attachments/2827180/4939205/AI_CERN_Overview_OpenlabWS.pdf



WHAT IS THE
NEXTGEN TRIGGERS Project?
The Next Generation Triggers project started in January 2024 as a collaboration
between CERN (the Experimental Physics, Theoretical Physics and Information
Technology Departments) and the ATLAS and CMS experiments.

The key objective of the five-year NextGen project is to get more physics
information out of the HL-LHC data to uncover as-yet-unseen phenomena by
more efficiently selecting interesting physics events while rejecting background
noise

NextGen explores the use of Artificial 
Intelligence, quantum-inspired algorithms, 

and high-performance computing to 
improve theoretical modelling and 

optimise methods and tools in the search 
for ultra-rare events.

09/09/2024 IT Innovation 



2020

AI in Accelerators Operations
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Reinforcement Learning applications
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AI in Control Systems, Robotics, Infrastructures
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Applications of Large Language Models (LLM)

Rapidly growing interest in the applications of 

Large Language Models and intelligent 

conversational agents (AKA ChatGPT-like 

frameworks)

We have so far inventoried 26 projects and 

small-scale evaluation activities at CERN  to 

use or develop LLMs and 

variations/customisations of generative AI 

models for knowledge discovery, information 

retrieval, documentation management, user 

support, software coding assistants, etc. etc.

Most of them comes from ATS Sector 

Departments

https://indico.cern.ch/event/1423858/

From an initiative in the BE Dep., today a joint ATS/IT project 

(GenAI Pilot Feasibility Study)
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Digital Twins Applications
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plm.cern.ch

A digital twin is a digital replica of a physical object, person, system, or process, contextualized in a digital 

version of its environment. Digital twins can help simulate real situations and their outcomes as part of 

decision support systems. Developed initially for industrial applications (e.g jet engines or manufacturing 

plants, today they are being considered for many more types of applications from physics, to climate and 

medical research. AI models provide a powerful way of simulating physical process in DT engines.



CERN QTI Phase 2 – Centres of Competence
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HYBRID QUANTUM 

COMPUTING AND 

ALGORITHMS (IT, EP, TH)

QUANTUM NETWORKS 

AND COMMUNICATIONS 

(IT, BE)

COLLABORATION FOR 

IMPACT (IT, IPT, IR)

CERN QUANTUM 

TECHNOLOGY PLATFORMS

(EP, BE, TE, SY)

Quantum Machine 

Learning



Foster a expert community studying usability of 
Quantum Computing for HEP

• Lead the creation of a new community of experts from 

the Member States and beyond (about 40 researchers

worldwide)

• Focus on concrete challenges of QC for HEP

• White Paper on a realistic roadmap in experimental and 

theoretical physics.

Di Meglio, A. , et al. Quantum Computing 

for High-Energy Physics: State of the Art 

and Challenges. PRX Quantum 5.3 (2024): 

037001.

• Growing impact through

increasing links with 

Snowmass initiatives

09/09/2024 IT Innovation 
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AI, Collaborations and Knowledge Sharing

• CERN initiatives
• ATS Strategy Paper on AI 

(Verena Kain)

• EP-SFT Initiative on AI/ML 
(Lorenzo Moneta)

• Several IT initiatives (more on 
this later)

• AI workshop in Dec 2023 
moderated by IPT-KT
• Brainstorming on how to 

create critical mass on AI at 
CERN

• https://indico.cern.ch/event/13
52021/

09/09/2024 IT Innovation 

• KT Fund projects
• Several KT projects are based 

on AI/ML (a few examples 
later)

• International initiatives 
• CLAIRE

• ELLIS

• AI Alliance

• WEF AI Governance Alliance

• ITU AI for Good

• Governmental/Institutional 
Acts/Policies/Boards

• Many more...

CERN for AI?

https://indico.cern.ch/event/1352021/
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EMP2
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Federated Learning
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AI in the IT Department

What we do and plan to do about it
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IT Innovation and Engagement Channels

Innovation

A means to discuss co-

development projects and 

investigate new technologies and 

ways of working

Medium to long-term initiatives 

lower on the maturity scale

A mix of informal and formal 

discussions

09/09/2024 IT Innovation 

Engagement

Formal technical and steering 

committees dedicated to each 

CERN Sector to discuss 

requirements for IT services and 

operations

Short to medium-term initiatives 

with higher quality of service and 

resources expectations

Formal documentation and decision 

tracking

Choose what’s best for your project
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Innovation Areas
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Computing

Heterogeneous 

Infrastructures and 

Software

Data Storage and 

Management

Hierarchical storage and 

data distribution

Artificial Intelligence

Algorithms, Platforms and Services

Open Science and Impact

Technology and services

Scale-up, collaborations

Long-term 

investigation

SDIs

Digital Twins

Foundation 

Models

Quantum

Technologies
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IT AI Working Group

The IT Department is currently planning to consolidate the different 
activities around AI development and infrastructure under a common “AI 
Working Group” (name not contractual, still to be defined...)

The objective is to look at AI requirements from all the necessary points 
of view (computing resources, storage, software tools, skills, etc.) and 
work with the user community to co-develop future services.

The details will be discussed at the annual Programme of Work and the 
WG put in place in early 2025

Complementary to the other AI initiatives in other Departments/Sectors, 
focused on IT infrastructures and Computing Science aspects necessary 
to support user applications from small (on-premise) to large-scale 
(Cloud, HPC) operations

More information: Sofia Vallecorsa, Ricardo Rocha

09/09/2024 IT Innovation 
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Machine Learning Service
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https://ml.cern.ch/
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AI Services/Kubernetes
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Heterogeneous Computing Testbed
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Working on providing access to test 

resources in Cloud and HPC environments



IT Energy & Carbon Aware Computing Programme

36CERN openlab Technical Workshop26/03/2024

Carbon aware HEP data processing: energy benchmarking of HEP simulation software

applications (e.g. MadGraph and AdePT) as a model to expand to other HEP applications.

Sustainable AI: Assessment of the environmental impact of IT ML services to include energy-

efficiency aspects by design (models training and reuse, communication patterns, data formats).

Promote sustainable computing and green software patterns in the existing educational

programmes such as the CERN School of Computing.

Green Procurement: mainly on-premises but also gradually leveraging the public cloud,

developing strategies for low carbon intensity deployments.

Initial Lines of Action

CERN Data Centres: further develop strategies to increase low carbon energy consumption and

continuous improvement of infrastructure lifecycle
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Learning and Education Opportunities
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Thanks!

alberto.di.meglio@cern.ch

@AlbertoDiMeglio


