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The infrastructure of UniNuvola4/28

Overall schemeExternal
 Network

Internal
 Network

node 01

U
ni

nu
vo

la

node 04

Operators
access

Network
gateway

Users'
proxy

MAAS

Control
plane

OAuth
provider

Image 
repository

node 02

node 03

Container

Legend

Physical Node

Service

Virtual
 Machine



The Metal



U
N

IV
E

R
S

IT
À
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The infrastructure of UniNuvola6/28

The nodes

4 Dell Power Edge R940 servers:

2 Intel Xeon Gold 6252N CPU

512 GB ECC DDR5 RAM

8 x 2.5” disks (2 OS + 6 CEPH)

16 TB storage

4 x 1 Gbit/s NIC

2 x 10 Gbit/s NIC

Redundant power supply
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The infrastructure of UniNuvola7/28

The Network
Hardware:

2 x Quanta LB6M - 24 port (10 Gbit/s)

2 x Quanta LB4M - 48 port (1 Gbit/s)
+ 2 port (10 Gbit/s uplink)

VLANs:

8: Management (ipmi, 1 Gbit/s)
10.8.0.0/16

9: Interconnection (10 Gbit/s)
10.9.0.0/16

The choice of the VLANs is made to avoid
conflicts with the Department’s network.
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The infrastructure of UniNuvola8/28
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À

D
E

G
L

I
S

T
U

D
I

D
I

P
E

R
U

G
IA

The infrastructure of UniNuvola9/28

Metal and VM provisioning

Canonical MAAS Proxmox VE

Metal
inventory management

Hardware provisioning

ipmi management

VMs
VM commissioning and
deployment

OS installation
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The infrastructure of UniNuvola11/28

External networking elements

Two external networking containers have been implemented:

uninuvolagw
Network gateway for the

10.9.0.0/16 subnet

uninuvolaproxy
Reverse proxy for the

uninuvola services
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The infrastructure of UniNuvola12/28

Operator’s access

The uniaccess VM has been created for the operators. Its main features are:

Bastion host for the operators, allowing access to the internal network

Build and deploy UniNuvola images

repository for the UniNuvola recipes and automation scripts
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The infrastructure of UniNuvola14/28

LDAP

The Physics and Geology Department has its own LDAP server that inherits the
University LDAP and add some specific authorizations tags.

The Uninuvola project uses this LDAP server and a dedicated tag for the users.
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The infrastructure of UniNuvola15/28

Vault

HashiCorp Vault is used as an OAuth2 authenticator back-end for the LDAP.
The users can authenticate themselves using the University credentials.
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The infrastructure of UniNuvola17/28

github

To keep track of the project, a GitHub Organization has been created.
The repositories are divided into:

ansible: the ansible playbooks for
the Kubernetes cluster

manuals: the users’ manuals

internal docs: the internal
documentation for the developers

images: the recipes for the
container and VM Creation

web: the code for the uninuvola
portal
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The infrastructure of UniNuvola18/28

harbor
The PhysGeo Harbor registry is used to store the images created for the Uninuvola
project, that contains both the images for the scientific applications and the images
for the infrastructure.
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The infrastructure of UniNuvola20/28

Services

The Uninuvola users will have access to services provided via container technology.

A container is a standard unit of software that packages up code and all its
dependencies so the application runs quickly and reliably from one computing
environment to another.

All Uninuvola services are containerized and managed by Kubernetes.
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The infrastructure of UniNuvola21/28

Kubernetes

Among the different installation and management solutions, the Uninuvola
kubernetes cluster implements the following:

Ansible: Uninuvola setup has been automated using Ansible. Multiple k8s
control planes with HA are supported.

Kube-ovn*: the network solution for Kubernetes

Rook Ceph*: the distributed storage solution

Kubevirt*: the virtualization extension for Kubernetes
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The infrastructure of UniNuvola22/28

Kube-OVN
A good network solution is essential for reliable, efficient and secure infrastructure.

OVN is
implemented
through kube-OVN.

different underlay
networks, mapped
to different VLANs,
eventually spanning
multiple Depts.

the new Conca
Backbone will be
used for the
interconnection.

https://www.kube-ovn.io/
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The infrastructure of UniNuvola23/28

Rook Ceph

Rook is an open-source operator for managing Ceph storage on Kubernetes. It
automates the deployment, configuration, and management of Ceph clusters.
Key features of Rook Ceph include:

Dynamic provisioning of Ceph storage resources such as pools, block devices,
and file systems.

Support for various storage backends, including local disks.

Scalability to handle large-scale storage deployments.

In the present Uninuvola prototype, Rook Ceph uses virtual disks for storage, but in
the future, it will be extended to use distributed physical disks without downtime.
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The infrastructure of UniNuvola24/28

Rook Ceph
CEPH distributes data across multiple storage devices to achieve high performances.

Central storage, distributed access

https://ceph.io/
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The infrastructure of UniNuvola25/28

Kubevirt
Kubevirt provides new features for the virtualisation functionalities to Kubernetes.

A KubeVirt VM is a Pod running a KVM instance in a container.
KubeVirt allows unique VM states and tracks and schedule Pods across nodes when
migrating it.

https://kubevirt.io/
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The infrastructure of UniNuvola26/28

JupyterHub on top of Kubernetes
JupyterHub has been chosen as computing environment manager.

Users:

Built-in image and resource selector

Notebooks and terminal interface

Administrators:

Easy to configure and maintain

Quick implementations of add-ons

https://jupyterhub.readthedocs.io/en/stable/
https://z2jh.jupyter.org/en/stable/



Ongoing steps and Outlooks
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The infrastructure of UniNuvola28/28

Conclusions:

Ongoing steps
Definition of a queuing system (kueue).

Creation of a dashboard for the virtual machines

Uninuvola-GPU addition of GPU nodes

Outlooks
All materials will be made available via publications and repositories.
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