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Highlights

* New set of LHCb ETF tests is now used in prod

* Finally, we have storage tests
* Migration to EL[89]

e Caused ECHO issues due to xrootd crashes on paged read requests
* Minor transfer issues

* Xrootd bug causing transfer failures to CNAF

* Network issue between RALPP and RAL



Computing resources
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CPU used by Site
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Max: 3,969, Min: 2.40, Average: 1,887, Current: 2.40

O LCG.RAL.uk 3969.3
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e Normalized values from LHCb can not
be trusted

* Using raw cputime, we have:
3969*365%12.7/91 = 202179.1HS23

* Pledge is 180 (140)kHS23 < 202kHS23



I Computing resources

LHCb was running Mostly MC jobs, with increased
presence of Data Processing as well

Executed jobs by Job Type

12 Weeks from Week 13 of 2024 to Week 26 of 2024

nstruction

FastSimulation

user

MCSimulation

B MCSimulation 1639852.6
B MCRecenstruction 1153404 .4
O MCFastSimulation 685128.7
W user 636675.2
O WGProduction 554265.5
O Sprucing 3254240
E Merge 166036.0
B MCMerge 31661.0
B LbAPI 3110.0
Merge g test 1526.0

Sprucing

WGProduction
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RAL provided the most computing
: resources for LHCb among T1s (both in
Comparlson terms of Time [CPU/wall] and Number of
Jobs), around 1/3 of all T1 contributions

CPU time consumed by site

12 Weeks from Week 13 of 2024 to Week 26 of 2024
Wall time consumed by site

12 Weeks from Week 13 of 2024 to Week 26 of 2024

LCG RAL uk

LCG.RAL.uk Executed jobs by Site

12 Weeks from Week 13 of 2024 to Week 26 of 2024

.CNAF.it
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B LCG NIKHEFnI 9282395

B LCG SARA NI 3427401

B LCG.RRCKLru 267963.2

LCG.GRIDKA de
LCG.IN2P3 fr
LCG.NIKHEF.nl
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I Comparison

Jone

RAL jobs by Status
12 Weeks from Week 13 of 2024 to Week 26 of 2024

 RAL Job failure rate is less than the
one from other T1s

Tier 1s except RAL jobs by Status
12 Weeks from Week 13 of 2024 to Week 26 of 2024

one
B Done 5009413 4

Bl Done 11415951.8
B Failed 151269.8 B Failed 524369.7
B Completed 32481.2 B Completed 729427

B Rescheduled 3919.0 B Rescheduled 52100.0

Failed
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The same is true for “wasted” CPU

omparison Time/walltime

RAL wall time consumed by status Tls except RAL wall time consumed by status
12 Weeks from Week 13 of 2024 to Week 26 of 2024 12 Weeks from Week 13 of 2024 to Week 26 of 2024

B Done 1464132.4
B Failed 20588.9
O Completed 32081
B Rescheduled  65.4

B Done 2929061.7
B Failed 729889
[ Completed 98203
B Rescheduled 5023

Generated on 2024.07.22 1415 03 UTC Generated on 2024.07.22 141610 UTC
RAL CPU time consumed by status T1s except RAL CPU time consumed by status
12 Weeks from Week 13 of 2024 to Week 26 of 2024 12 Weeks from Week 13 of 2024 to Week 26 of 2024

B Done 14283441
B Failed 18574.1
[ Completed 2734.3
B Rescheduled 0.5

B Done 28244440
B Failed 61738.3
I Completed 7586.4
B Rescheduled 61
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Done

Comparison (User

Jobs)

user jobs at LCG.RAL.uk
12 Weeks from Week 13 of 2024 to Week 26 of 2024

Failed

B DOcne
B Failed

 Among all job types, user jobs have one of the highest failure

rates

* For RAL it is lower than for the other T1s

588839.7
46342 3

B Rescheduled 1372.0

B Completed

121.2
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user jobs at All Tls except LCG.RAL.uk
12 Weeks from Week 13 of 2024 to Week 26 of 2024

B DOcne 1066460.0
B Failed 178650.4
B Rescheduled 5615.0
B Completed 6820

Generated on 2024-07-22 14:22:02 UTC



Comparison (WG
Prod)

e Same is true for WG Production jobs

WGProduction jobs at LCG.RAL.uk WGProduction jobs at All Tls except LCG.RAL.uk
12 Weeks from Week 13 of 2024 to Week 26 of 2024 12 Weeks from Week 13 of 2024 to Week 26 of 2024

W Done  486539.2 W Done 1094759.9
B Failed 67709.3 B Failed 226896.4
E Completed 10.0 B Rescheduled 175940
B Rescheduled 7.0 B Completed 252.0
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Comparison
(Sim+data proc)

* For prod jobs failure rate is negligible

Prod jobs at LCG.RAL.uk

Prod jobs at All T1s except LCG.RAL.uk
12 Weeks from Week 13 of 2024 to Week 26 of 2024

12 Weeks from Week 13 of 2024 to Week 26 of 2024

W Done 3898616.8 W Done 9166277.5

one B Failed 36400.8 gle B Failed 1174229
@ Completed 32299.0 @ Completed 719447
B Rescheduled 2529.0

B Rescheduled 28759.0
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Efficiency

CPU efficiency (RAL)
12 Weeks from Week 13 of 2024 to Week 26 of 2024
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Good efficiency for all but test jobs

CPU efficiency (T1s except RAL)
12 Weeks from Week 13 of 2024 to Week 26 of 2024
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PB

Disk Usage

PFN space usage by StorageElement

12 Weeks from Week 13 of 2024 to Week 26 of 2024

* Increased usage due to Data Taking

* Discrepancy with CRIC, but the other way around..
CRIC’s value < DIRAC’s value
Does CRIC reports one TB as a Billion of KiB?
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T
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B RAL-DST
E RAL MC-DST
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58.9%
28.1%

B RAL-BUFFER
H RAL-USER

10.8%
2.2%

B RAL-FAILOVER

0.0%
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Disk Space - TBytes

Disk Space - TBytes
HCB allocated

LHCB used

Total allocated

Total used

Apr 2024

15,720

9,169

May 2024

15,720

15,720

8,950

Jun 2024

15,720

10,498
0

15,724

Total % Mol
47.16(

617
47,160 100%
28,617 61%



files / hour

Transfers to ECHO
12 Weeks from Week 13 of 2024 to Week 26 of 2024
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pgRead problems

2024-06-05 2024-06-19

2024-04-10 2024-04-24 2024-05-08 2024-05-22

Max: 54,810, Min: 421, Average: 14,906, Current: 421

Succeeded 99.1% B GRIDKA-DST -= RAL-DST 0.0%
LCG.RAL uk -= RAL-BUFFER 06% W LCG.Lancasteruk -> RAL-BUFFER 0.0%
LCG.RAL uk -> RAL-USER 0.0% [©H LCG.RAL-HEPuk -> RAL-BUFFER 0.0%
SARA-DST -= RAL-DST 0.0% W CNAF-DST -= RAL-DST 0.0%
LCG.Glasgow.uk -> RAL-BUFFER 0.0% W IN2P3-D5T -= BAL-DST 0.0%
CERN-DST-EQS -= RAL-DST 0.0% @ LCG.RAL.uk -= RAL MC-DST 0.0%
CERN-DAQ-EXPORT -= RAL-BUFFER 0.0% @ LCG.CBPFEbr -= RALBUFFER 0.0%
LCG.RAL uk -= BAL-DST 0.0% @ LCG.MITus -= RAL-FAILOVER 0.0%
LCG RAL uk -= RAL-FAILOVER 0.0% .. plus 237 more
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Transfers from ECHO
12 Weeks from Week 13 of 2024 to Week 26 of 2024

EEOEEONCONDE

Xrootd bug

2024-04-10 2024-04-24

2024-05-08 2024-05-22 2024-06-05 2024-06-19

Max: 16,731, Min: 108, Average: 4,235, Current: 108

Succeeded

RAL-DST -= CNAF-DST
RAL-BUFFER -= LCG.RAL. uk
RAL-DST -= CNAF-ARCHIVE
RAL-USER -= DIRAC. Client.ch
RAL-DST -= IN2P3-ARCHIVE
RAL-FAILOVER -= CNAF-BUFFER
RAL_MC-DST -= Beijing_MC-D5T
RAL_MC-DST -= CNAF_MC-DST

98.5%
0.5%
0.3%
0.1%
0.1%
0.1%
0.1%
0.0%
0.0%

B RAL-USER -= LCG.CERN.cern 0.0%
O RAL-DST -= CERN-D5T-EOS 0.0%
B RAL-DST -= UKI-LT2-IC-HEP-D5T 0.0%
O RAL-DST -= CERN-ARCHIVE 0.0%
H RAL-FAILOVER -= GRIDKA-BUFFER 0.0%
B RAL-USER -= LCG.RAL.uk 0.0%
B RAL_MC-DST - UKI-LT2-QMUL_MC-DST 0.0%
B RAL-FAILOVER -= RAL-BUFFER 0.0%

... plus 173 more
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Ta pe Usage * Usage increased by more than 3PB

*  Due to Data Taking

PFN space usage by StorageElement
12 Weeks from Week 13 of 2024 to Week 26 of 2024
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2024-04-10 2024-04-24 2024-05-08 2024-05-22 2024-06-05 2024-06-19

Max: 21.7, Min: 18.4, Average: 19.8, Current: 21.7

O RAL-RAW 43.4% MW RAL-ARCHIVE 42.0% W RAL-RDST 14.7%
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* Good transfer efficiency
I ] ansfer — Almost no tape d)

Transfers to Antares Transfers from Antares
12 Weeks from Week 13 of 2024 to Week 26 of 2024 12 Weeks from Week 13 of 2024 to Week 26 of 2024
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2024-04-10 2024-04-24 2024-05-08 2024-05-22 2024-06-05 2024-06-19
Max: 2,258, Average: 383, Current: 0.07 i . | - . R | l
2024-04-10 2024-04-24 2024-05-08 2024-05-22 2024-06-05 2024-06-19
0 Succesded 99.9% [0 CERN-DAQ-EXPORT -= RAL-RAW 0.0%
[l CERN-DST-EOS -= RAL-ARCHIVE 0.0% @ RAL-DST -= RAL-ARCHIVE 0.0% - - .
B NCBJ]-DST -= RAL-ARCHIVE 0.0% B SARA-DST -= RAL-ARCHIVE 0.0% Max: 98'6' Average. 3'02' Current: 0.25
B GRIF-DST -= RAL-ARCHIVE 00% W RAL MC-DST -= RAL-ARCHIVE 0.0%
B RAL-BUFFER -= RAL-RAW 0.0% [ RAL-BUFFER -= RAL-ARCHIVE 0.0% O Succeeded 93.9% M RAL-ARCHIVE -= CERN_MC-D5T-EQS 0.0%
B CNAF-DST -= RAL-ARCHIVE 0.0% O NCB] MC-DST -= RAL-ARCHIVE 0.0% O RAL-ARCHIVE -= DIRAC.Client.ch 0.8% @O RAL-ARCHIVE -= RAL-ARCHIVE 0.0%
B IN2P3-DST -> RAL-ARCHIVE 0.0% [ CNAF MC-DST -> RAL-ARCHIVE 0.0% B RAL-RAW -> DIRAC.Client.ch 0.2% [ RAL-RAW -> RAL-BUFFER 0.0%
O PIC-DST -= RAL-ARCHIVE 0.0% [ GRIF MC-D5T -> RAL-ARCHIVE 0.0% E RAL-ARCHIVE -= DIRAC.|enkins.ch 0.1% [0 RAL-RDST -> BAL-BUFFER 0.0%
H GRIDKA-DST -> RAL-ARCHIVE 0.0% ... plus 28 more B RAL-ARCHIVE -> DIRAC.Client.cn 01%
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* We have storage tests now (finally!)

[LCG.RAL .uk] [AC-CE] [arc-ce-test02 gridpp.rl.ac.uk] lhch:

[LCG.RAL.uk] [ARC-CE] [arc-ce01.gridpp.rl.ac.uk] Ihcb:
[LCG.RAL .uk] [ARC-CE] [arc-ce02 gridpp rl.ac.uk] Ihcb:
[LCG.RAL .uk] [ARC-CE] [arc-ce03.gridpp.rl.ac.uk] Ihch:
[LCG.RAL.uk] [ARC-CE] [arc-ce04.gridpp.rl.ac.uk] Ihch:
[LCG.RAL uk] [ARC-CE] [arc-ce05 gridpp rl.ac_uk] Ihcb:
[LCG.RAL.uk] [GRIDFTP] [gridftp.echo.stfc.ac.uk] Ihcb:

[LCG.RAL.uk] [XROOTD] [antares.stfc.ac.uk] Ihcb:

[LCG.RAL uk] [XROOTD] [xrootd echo stfc ac.uk] Ihch:
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