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Overview

• A good quarter for CMS at T1
• From last quarter: “Good (job) performance relative to other T1s, 

especially when using the OPN on the farm. However, some recent 
signs that OPN is saturating.”
• Removal of Lazy-Download in May removed this saturation
• Clear effect

• T1 and CMS computing staff upgrading systems from EL7 due to EOL



Completed jobs at Tier 1

Failed jobs are included 
in all metrics

Higher than 
previous quarter



Running cores at RAL

Running cores was easily above pledge except during periods of drain. 

CMS batch farm cap (12k cores) removed

A few drain periods

A few periods of Processing type 
jobs. These are “Tier 0” jobs being 
run at Tier 1 sites as previously 
tested. Data is read directly from 
CERN (Offsite read of primary data).



Job efficiency

As usual, job efficiency can be lower 
when in drain, but the big drop in eff was 
during a period of high core usage

RAL T1 a bit low compared to 
other T1s



Removal of Lazy-Download
• 15th May 2024
• Applies to local reads, but importantly remote reads

RAL

KIT



SAM webdav tests – calmer than Q1

Q1

Q2
L-D removed



Summary table of jobs

Worst of the T1s with all 
sites lower than previous 
quarters (80/72% in Q4/1) 
due to CMS issues

10% failure rate, 
improvement on 
last quarter; one 
of the better T1s
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LogCollect

• Long-standing problem with up to 
100% of this CMS job type failing
• It became clear that newer campaigns 

were fine; older campaigns always 
failed due to XRootD version
• Decided to close the GGUS ticket 

(created in 2019) as I believe this will 
never be fixed! 
https://ggus.eu/index.php?mode=ticket_info&ticket_i
d=141120

• WMcore has its own ticket

https://ggus.eu/index.php?mode=ticket_info&ticket_id=141120
https://ggus.eu/index.php?mode=ticket_info&ticket_id=141120


Token status

• CMS VO not using tokens for production/FTS data transfers during Q2
• Waiting for improvements from IAM
• SAM tests on Echo and AAA machines remain green at RAL

• CMS moved to Tape REST API on Antares
• Ready for tape tokens at RAL

• No progress on tokens for CEs – was waiting for Rocky8 and other 
delays



Misc. comments

• CMS continuing to use pilot overloading. 
• Issue remains with consistency check on CMS side
• CMS removed usage of gridftp (inc. for stage-out from jobs to Echo 

and the CERN FTS instance)
• Batch farm went dual stack (except 18/19 generations)

• CMS jobs using IPv6 were observed using the external Echo gateways to stage 
out rather than the WN gateways – now fixed

• CMS started submitting jobs via EL9
• CVMFS has problems but no obvious effect on CMS jobs
• Removal of VOMS-Admin



• Good performance for CMS at RAL again this quarter
• Removal of Lazy-Download removed the risk of saturating LHCOPN
• Improvement in number of job failures
• Job efficiency affected by period of many cores/network struggling

• Stable performance despite the major upgrades from EL7
• Still waiting for tokens for CEs

Summary
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