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AGC aims to investigate, develop, and improve the end-to-end analysis workflow, preparing for the
High-Luminosity LHC. There are several tools and packages implemented to improve user

experience, such as, the interactive interface, data access, event selection, histogram, statistical
model, and interpretation.
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One of the common productions in = Non-ML

@ © () proton-proton collision. Use ak.combination to construct
o) o O tri-jets systems across jets permutation.
———————— ————-- Calculate combined pT of trijet, the highest
@ ® pT candidate used to reconstruct top quark mass.
v O ) Note: no prior jets assignment, the trijet is 2W
% %_& _ i and b_top from the hadronic side.

Machine Learning (ML) implementation

jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet,

Use Boosted Decision Trees (BDT) for predict
w btop-lep bmp-had w biup-\ep btop-had w btop-lep btup-had w btop-lep b(op-had

label classes and match it with the truth table.
jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, jet, . . .

Consider all permutations in each event, the
W btop-lep b(op-had w biup-\ep btop-had w btop-lep biup-hzd W btop»lep b(op-had . . . .

highest score give correct jet assignment. 20
jet, jet jet, jet jet, jet jet, jet jet, jet. jet, jet jet, jet. jet. jet P
e B R S S |R5 | features are used for the training; pT, btagCSVV2,
W o o | | W P B || W O P | | W B B qgl, combined mass, combined pT, and deltaR.

12 permutation for an event with 4 jets
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Another technique of representing HEP data as a graph with nodes and edges.

For the ttbar analysis, the nodes could be jets across events and edges connection would represent

jets that are in the same event. Node features include pT, mass, eta, phi, btagCSVV2, qgl, jet-lepton combined
mass, etc. Edge features, such as, deltaR, combined pT and mass can be implemented (with computational cost)

Reconstructed Top Mass

Note: jets across events are flattened. No need to consider =
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- The main goal is to implement the GNN technique into the pipeline.

- More complex GNN architectures can investigated to reflex physics phenomena.

- We need more robust and refine model for the future analysis which could be
more computational expensive. Using GNN is a start.

amlc

Scikit-Learn: a library built in python, providing models and XGBOOSt . eem

metrices used in the learning algorithm.

XGBoost: parallel tree boosting to build model and optimization

DASK: scalability of machine learning, distributed and parallel «g ~ d k
training and prediction. NVIDIA. ‘ a S
NVIDIA Triton Inference: inference infrastructure for model BTN NFERENCE SERVER

deployment. It allows fast and scalable workloads.
Pytorch: the main framework used for building GNN architecture. It C'] P T h
helps with preprocessing data, defining layers and operations y O rC
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