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Signal based FEI

https://inspirehep.net/literature/1723258
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→

[arXiv:1806.01261v3]

https://arxiv.org/pdf/1806.01261v3
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The Cooking Recipe

[Comput.Softw.Big Sci. 7 (2023) 1, 12]

https://link.springer.com/article/10.1007/s41781-023-00107-8
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Outline (II)
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https://zenodo.org/records/7799170
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Search for Tbc – prospects for Run3, I. Polyakov, 
Hunting for the charming beauty tetraquark Tbc: LHCb meets theory, 5 October 2023, CERN

E.g.: the search for the tetraquark 𝑻𝒃𝒄 could involve the 
simultaneous mass fit of 20 to 40 channels!

https://indico.cern.ch/event/1324964/contributions/5576264/
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Outline (III)
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C API of CatBoost 

TMVA::SOFIE 

First DFEI prototype

https://catboost.ai/en/docs/concepts/c-plus-plus-api_dynamic-c-pluplus-wrapper
https://indico.jlab.org/event/459/contributions/11746/attachments/9716/14215/TMVA_SOFIE_%20CHEP23.pdf
https://link.springer.com/article/10.1007/s41781-023-00107-8
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Outline (IV)
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Thank you!
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[Comput.Softw.Big Sci. 7 (2023) 1, 12]

https://link.springer.com/article/10.1007/s41781-023-00107-8
https://zenodo.org/records/7799170


Backup
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Novel approach 
proposed

Facing the new era with machine learning
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Reconstruct
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network

LHCb event 
(simplified)

“Maximally efficient” trigger.

Full Event Interpretation algorithm at an e+e- collider
[Comput.Softw.Big Sci. 3 (2019) 1 6], BELLE2-MTHESIS-2020-006].

GNNs for trigger purposes
[see e.g. Eur.Phys.J.C 81 (2021) 5, 381, Frontiers in Big Data 3 (2021) 44].

Similar developments in other experiments

DFEI:
Deep-learning based
Full Event Interpretation

2
4

https://arxiv.org/abs/1807.08680
https://docs.belle2.org/record/2122/
https://arxiv.org/abs/2101.08578
https://arxiv.org/abs/2008.03601


Decays and graph structures

Event

Global: event information
nTracks, ...

Nodes: track variables
momentum, (PID), ...

Edges (# nodes2!): track relations
angle, DOCA, ...

Graph structures

Representation of objects
with relations

Arbitrary, sparse/dense relations

5
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Cut-based edge pruning

Define two adequate topological variables for each edge (pair of particles)
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Signal edges
(from same b-ancestor)

Background edges
(all other edges)

Applied veto

This veto reduces on average 60% of the total number of edges in the graph.
It also reduces connections between signal tracks, but it only leaves ~2% of the signal tracks fully 

disconnected.
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C++ inference pipeline
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NP algorithm:
1. Pre-processing: read information on particle-level quantities in the event, 

compute derived quantities.
2. Inference: evaluate the NP CatBoost BDT model, using the CatBoost C API.
3. Post-processing: apply the node filter.

EP algorithm:
4. Pre-processing: compute particle-pair-level quantities.
5. Inference: evaluate the EP CatBoost BDT model, using the CatBoost C API.
6. Post-processing: apply the edge filter.

LCAI algorithm:
7. Pre-processing: construct the input graph, combining particle-level, particle-pair-

level and global information in the event.
8. Inference: evaluate the LCAI GNN model, using TMVA::SOFIE.

Information of the charged stable 
particles in an event.

Prediction of the hierarchical 
relations for all pairs of particles.

https://catboost.ai/en/docs/concepts/c-plus-plus-api_dynamic-c-pluplus-wrapper
https://indico.jlab.org/event/459/contributions/11746/attachments/9716/14215/TMVA_SOFIE_%20CHEP23.pdf


𝐵0 → 𝐾+𝜋−ℓ+ℓ−
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•

→

• 𝑅𝑋

•

𝑩+ → 𝑲+𝝅−𝝅+ℓ+ℓ−

𝑩𝟎 → 𝑲+𝝅−ℓ+ℓ−

𝑩+ → 𝑲+ℓ+ℓ−



Performance: final-state particle 
filtering

Consistent performance with 
different number of signals

DFEI capability #1
Powerful event size (~ x14) 
reduction in a multi-signal 
environment.

Confusion matrix, normalized per true class

Number of selected final-state particles
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“single-b-hadron-signal” approach 
performance comparable to the 
envisaged nominal LHCb strategy
for Run 3 [JINST 14 (2019) 04, P04006]

LHCb: 90% sig eff, 90% bkg rej. power
DFEI:  94% sig eff, 96% bkg rej. power

DFEI selects all of 

them simultaneously

•

•
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https://inspirehep.net/literature/1723258


3rd module: Lowest Common Ancestor (LCA) 
inference

∙ Very-short-lived resonances merged with the previous ancestor.
∙ Resonances with less than two charged descendants merged with the previous ancestor.

For the prototype, use as target a simplified version of the decay chain, based on the 
reconstructible vertices.

Problem reduced to multi-class classification on edges.

From [BELLE2-MTHESIS-2020-006]:
(see also [James Kahn et al 2022 Mach. Learn.: Sci. Technol. 3 
035012])
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https://docs.belle2.org/record/2122/
https://iopscience.iop.org/article/10.1088/2632-2153/ac8de0/meta
https://iopscience.iop.org/article/10.1088/2632-2153/ac8de0/meta


Decay-level performance

Different types of decay reconstruction
- wrong hierarchy: correct tracks but wrong hierarchy
- Not isolated: additional tracks that do not belong to the decay
- missing tracks of the true decay

Fraction of perfect signal reconstruction approximates the tag side efficiency for FEI at Belle (II) 
(order a few percent for semileptonic decays and a few per mille for hadronic decays.)
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• [𝑄𝑄𝑢𝑑]
• 𝑇𝑏𝑏 [𝑏𝑏][𝑢𝑑] → 10−3

• 𝑇𝑏𝑐 [𝑏𝑐][𝑢𝑑] → ത𝐵𝐷
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Search for Tbc – prospects for Run3, I. Polyakov, 
Hunting for the charming beauty tetraquark Tbc: LHCb meets theory, 5 October 2023, CERN

Li, Sun, Liu, Zhu, 2012, Liu et al., 2019, Hudspith et al., 2020

Karliner, Rosner, 2017, Semay, SIlvestre-Brac, 1994, Carames, Vijande, Valcarce, 2019, Meng et al., 2021

https://indico.cern.ch/event/1324964/contributions/5576264/
https://arxiv.org/abs/1211.5007
https://arxiv.org/abs/1902.03044
https://arxiv.org/pdf/2006.14294.pdf
https://arxiv.org/pdf/1707.07666.pdf
https://link.springer.com/article/10.1007%2FBF01413104
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.99.014006
https://www.sciencedirect.com/science/article/pii/S0370269321000356
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Cut @ 99% εsignal
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Goal: Multi-class 
classification of the 
edges based on the 
level of the shared 

ancestor:
0) Different decay chain
1)  B children
2)  B grand-children
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