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What is REANA?

CLIUI

$ reana-clies
roofit.s

$ reana-clie:
File /code/g,

nt create -w roofit

at upload -w roofit
endata.C was successfully uploaded.

O]

File /code/
$ reana-cliqg
roofit has i
$ resna-cliqg
Nave  RUN
roofit 4
s reana-clid
[NAME

s reana-client logs -w roofit
==> Workflow engire logs

2021-23-01 07:59:15,670 | root | MainThread | INFO | Publishing
‘code/gendata.C(20008, “results/data.root") ', total steps 2 to M
2021-93-01 07:59:24,803 | root | MainThread | INFO | Publishing
‘code/fitdata.C("results/data.root”, “results/plot.png™)’, total

steps 2 to MQ
2021-23-01 07:59:33,842 | root | MainThread | INFO |

code/fitdaty
$ reana-clid
INAME RUN,
roofit 4

$ reana-cliqg
results/plot]

"ss> Job logs

==> Step: gendata
wn> Workflow ID: 45¢75d61-¢139-424b-a709-37fddeBesdf e
==> Compute backend: Kubernetes

5

3f12-4¢76-bd2a-79944304876b/work f lows /45075461

«=> Job 10: -3 b1-d27"
#n> Docker image: reanahub/reana-env-root6:6.18.84

ax> Command: mkdir -p results 8& root -b -q
*code/gendata.C(20008, "results/data.root ") "

Web Ul

Running containerised analysis workflows on the cloud

reana

Workflow controller

Job controller

Shared
storage

https://www.reana.io
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Multiple compute backends:

e Kubernetes
e HTCondor
e Slurm

Multiple workflow languages:

CWL

Serial
Snakemake
Yadage

Multiple means of use:

e Command-line client
e Web Ul


https://www.reana.io

Use cases: data production and data analyses
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Data production example: CMS jet energy

resolutions and corrections
https://github.com/alintulu/reana-demo-JetMETAnalysis

Data analysis example: ATLAS displaced

jet reinterpretations
https://cds.cern.ch/record/2714064
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ATLAS pMSSM searches
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https://arxiv.org/abs/2403.03494

Figure 1. A screenshot of the ATLAS SUSY group analyses preserved on GitLab. Each repository is
labeled with the internal ATLAS analysis identifier and contains both workflow files and additional data
files needed for the computational processing.

Streamlining the execution of thousands of reinterpretation workflows at scale
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First ATLAS pMSSM Run-2 searches published

oo geserauon

Workflow

EUROPEAN ORGANISATION FOR NUCLEAR RESEARCH (CERN)

o Workflow to evaluate exclusion for a
sample of pMSSM models
ATLAS

~7 . )
EXPERTMENT e Implemented in python using mySQL
HEP 2024 (2024) 106 CERN-EP-2024-021 database to store results of each step
DOI: 10.1007/JHEP05(2024)106 31st May 2024

e Various constraints applied to pick out
interesting models

i . o RECAST is used to apply SUSY
S ATLAS Run 2 searches for electroweak production searches to these models
= of supersymmetric particles interpreted within the S oo

i ) |
= pMSSM et
[om )
(221

The ATLAS Collaboration

Your workflows

e
recast and reana
A hindty of Ui coitaias v ddchie pforied by 166 ATLAS Collaboratin fo the in the pMSSM scan

electroweak production of charginos and neutralinos is presented. Results from eight separate . ;;‘::::::::ﬁ:‘:mm — .
ATLAS searches are considered. each using 140 fb~" of proton-proton data at a centre-of-mass e Eight analyses run using RECAST Satoo Smopuistnuns o 1

energy of 5 = 13 TeV collected at the Large Hadron Collider during its second data-taking

run. The results are interpreted in the context of the 19-parameter phenomenological minimal [——

e 1878 models were processed with RECAST

arXiv:2402.01392v2 [hep-ex]

supersymmetric standard model, where R-parity conservation is assumed and the lightest > 9% of the 21177 models in the scan e el
supersymmetric particle is assumed to be the lightest neutralino. Constraints from previous o 9561 REANA jobs S
electroweak, flavour and dark matter related measurements are also considered. The results are S Tncludi e g
presented in terms of constraints on supersymmetric particle masses and are compared with z vnvct‘: ing:many: failed tests an ffT'f“"S orasamnans
Also shown is the impact of ATLAS searches on parameters leb-pagemanitoring very useful s

the dark matter relic density and the spin-dependent and spin-independent scattering Your quota -

ections targeted by direct dark matter detection experiments. The Higgs boson and Z
boson ‘funnel regions’, where a low-mass neutralino would not oversaturate the dark matter e G5 S
relic abundance, are almost completely excluded by the considered constraints. Example i  mamnamar

v 46505h 24m - mogs

spectra for non-excluded supersymmetric models with light charginos and neutralinos are also cPU 3 Disk -
presented. used e I——

G2 BinopMSSMRuR2 EWFIt 5225230 %5

4.9 hrs per job on average
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Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.
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A glimpse on forthcoming REANA features

QO X} Gofemma
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== 1 i
[FesonfTe T] QD beletedruns

i: your-shared-workflow #2 =&
S o

+ workflow-shared-with-you #2 @ O
JrSE——

+ workflow-shared-with-you # @ O
& 801 Finnad 21t a0

+ your-long-named-shared-wo... #1 = &
Foane 3 metes o0

inputs:
files: <:>/// <:>//
- myanalysis.py
workflow:
type: serial
resources:
dask:
image{ mydaskenv:2023.10.1
cores: %
specification:
steps:
- environment: mydaskenv:2023.10.1
commands :
- python myanalysis.py

outputs:
files:
- myhistogram.png

Share workflows with colleagues

Support for Dask workflows



Driving future reproducibility

. GitLab
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Before reproducibility must come

preproducibility

Instead of arguing about whether results hold up, let’s push to provide
enough information for others to repeat the experiments, says Philip

Stark.

https://doi.org/10.1038/d41586-018-05256-0

- checks output plots
- triggers new runs

: Compute backends

keeps all runs
and outputs

A

@ — : a ' a
>
>~ &

* Kubernetes HTCondor Slurm

REANA as a continuous integration engine for source code management systems


https://doi.org/10.1038/d41586-018-05256-0

Community

Analysis Preservation Training
CI/CD + Containerization
October 16 - 18, 2023

I rI S Instructors: Mentors and local organizers:
@j F * ClI/CD: Mason Proffitt * Carlos Escobar
& h ep * Docker: Marco Donadoni « Miguell Vilaplana
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IRIS-HEP HSF Analysis preservation training
(Valencia, October 2023)

https://hsf-training.github.io/hsf-training-reana-webpage/

HSF trainings on reproducibility

IdeaSquare

The innovation space at CERN

Workshop on workflow languages for HEP

(May 2024)
https://indico.cern.ch/event/1380367/

Seeking synergies across experiments
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To support romphcdtad workflow pipelines, as expressed in the user rcqlmnmnnts workflow lan-
guages such as Snakemake [22], Yadage [23], Common Workflow Language (CWL) [24] and others may
be suitable. Also, some workload schedulers have features that allow users to express dependencies
between workloads (e.g. HT'Condor’s tool DAGMan). Workflow services such as REANA [25], capable
of processing such languages, should be integrated into the existing batch infrastructure at the facility
in order to have access to the same data and compute resources that would be available if the pipeline
were processed manually. Note that REANA also works with a kubernetes back end.

The large number of new technologies may trigger the question: should users be exposed to all of
these or should there be a common entry point interface? Reaching agreement on a common interface
will be challenging, the introduction of Jupyter Notebooks/JupyterLab is an attempt at having a
common interface but this remains an open question.
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Analysis Grand Challenge IRIS-HEP implementation

Columnar data extraction from large dataset

Processing of that data (event filtering, construction of observables, evaluation of systematic
uncertainties) into histograms

Statistical model construction and statistical inference

Relevant visualisation for this steps

Adding analysis preservation step to AGC pipeline
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https://arxiv.org/abs/2404.02100

https://indico.cern.ch/event/1446410/ |

Analysis Grand Challenge CMS ttbar analysis on REANA
(see forthcoming CHEP 2024 talk)
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Recent new deployments &)

A Reana testbed in the US ATLAS
ATLAS Computing Facility

Eric Lancon
04/04/24

Proposal:
Services at AIP Services at KIT A r C4P Workers Deploy a test * Unlocking New Possibiltes with the US Reana Test
o8
Rear!a - Dedicated to ATLAS
rean a Compute4PUNCH Instance in - Faster analysis time than CERN
Login Node y «  Large available batch pools at the US Analysis Facilities, much
SSH " 4 ¥ C4P Workers the US ATLAS larger in size than the Reana cluster at CERN,
¢ ¥ N ) - Accelerating the analysis process and opening new
Computing opportunities
Engili - Enabling a ‘hybrid’ model where a batch farm is used for
mana HTCondor Central Manager acl |ty CPU-intensive tasks
y - Interfaced with grid storage
reana-job-controller » r C4P Workers
,
« Additionally, batch CPU resources could either be:

+ Dedicated ATLAS cluster (T2)
o -

be worked on) of additional resources at local institutions

Hardware Software User Portals
Compute Linux ( \
©  rean
GPUs
COCALC

MinlO-S3
Storage Lustrefs-1B 4§
= Glusterfs/nfs v

minio  Gitlab

Network:
Intern/Public

Infiniband
10G
1G

Job gueues, resource management

reana

REANA @ AIP (astronomy) REANA@UChicago (ATLAS Analysis Facility)
https://reana.af.uchicago.edu/

https://reana-p4n.aip.de/ T
httos://indico.desy.de/event/44722/ https://indico.cern.ch/event/1386696/
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Use case 1: Is preserved data correct?

Verifying data provenance

SingleElectron primary dataset sample in RAW format from RunA HInplCE|CUON Pimany detasel It JOD ToNmAt o RinA'Gha011

of 2011 (from /SingleElectron/Run2011A-v1/RAW)

Description

Dataset characteristics

RAW AOD

dataset=Jet
year=2011A

input

. parameters serving open data files

1

Workﬂow - m n a mmmmmmmmmm =

factory
4 run by REANA platform

CMS open data coming with detailed | no'u{;ﬁ{’
reana.yam

provenance information hitps://doi.orq/10.1051/epic iSiostems
onf/202024508014 .
Reprocessing AOD from RAW samples 11



https://www.epj-conferences.org/articles/epjconf/pdf/2020/21/epjconf_chep2020_08014.pdf
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Use case 2: Is preserved data usable?

erifying usage patterns

0 eaoue 2

How to run this?

Get the software stack

The ROOT Installation (6.2 or greater). You can get thecMs
‘Open Data VM and CVMEFS. Just run
an appropriate software stack:

S0UrCe /CRTS/BTE.Corn.chy/1cq/viewa/LCG_99/486_64-CentosT-gee10-0pt/seup. ah el

Skim the datasets

analysis. Tis part i written in Cr+
inthe file skin.cxx . To compile and run the program, use the following commands

g+ 0 -03 VAL -Woxira Wpedantic -0 skin kin.cax (oot conriy --criags --Libs) o

Produce histograms

Next, we want to p dataset. To make from
simulaton t cata, we have € prouce a hstogeam for the smulate rocesses and the actualdata everts
recorded at CMS. duced in 2 Py: histagrans.py and can be
run with following command.

pythan nistograns.py fl

Make plots

The fast step of this analysis is p howing the
simulated events and the data recorded at CMS on top
theag d data and

regarding the
the physical processes 9 plots from
the output of the previous step.

pythan plot.oy ol

How-to-run recipes in
README files is a good
start; but they are not
actionable

A Large-scale Study about Quality and
Reproducibility of Jupyter Notebooks

Jofo Felipe Pimentel", Le i

Vanessa Braganholo®, and Juliana Frei
Universidade Federat Flaminese
Nierdi, Brazil
{jpimentellcomurt, vancssa} @ic.ufTbr
New York University
New York, USA
juliana reire@nyu.edu

pitmet—lupyr Neebooks e ben videly aoptd by s lbary dependncis with i vesions, which can
make it hard (or even impossible) 1o reproduce the noicbook.
These critcisms reinforce prior work which has emphasized
the negative impact of the lack of best practces of Software.
o software (9], regarding
s 110, e 1], and mimenanc 12
attempied 1o understand how notebooks
= e (5, 151, 4. T abiie v e sk
cluding use cases [13], narrative [3], [13], and
structure (3] [14]. However, they did not attempt to run the
eocbooks and check characicrisies relad 1 regrode

e e
e mm code, text, and excon. feuls with il
and

SRRy ol e gt e i
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iR e e
results. Code snippets gencrate the computation resuls and
st gus et explins b thecue o the el
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o ook n G 3. opye Motk o gy Kook

follows. Section 1l provides
Mool ek s el i

es th followed in
this study and our notebook corpus. We present the analysis

oposc a set of

of Tupyter Notebooks. We

lishing reproducible research, due to theie abiliy to combine ion VI

ieporing et with h excssable rcsarh code, However e and prsen lid woek i Scton VL Finly, we conclude
mat has been

o gl etz fc cncourging bad i Secion VIl whee e auine dirstions o e work
it e 1 amspeciedbehvior and e ot sonduche
1o reproducibilty (6]-{8]. Among the main critcisms arc I3 BacKasomin

dden states, unexpected execution order with fragmented  Knuth (1] introduced the lierate programming paradigm

bud practices in naming, versioning. testing. and _that, by combining code and naural language. cnables pro-
modularizing code. Also, the notcbook format does not encode grammers to explicily stte the thoughts behind a program’s

“Out of 863,878 attempted executions
of valid notebooks (...) only 24.11%
executed without errors and only
4.03% produced the same results”

ALICE simple analysis demonstrator

Description

Using the ALICE anslyss amenar
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o e
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format compatibility issues 1



“Continuous reuse”

GluGluToHToTauTau
VBF_HToTauTau
DYjetsToLL

TTbar

WijetsToLNu
W2letsToLNu
W3jetsToLNu
RUN20128_TauPlusX
RUN2012C_TauPlusX

reads inputs

generates skim executable

reduces input data fles

creates histograms

l creates final plots

provides containerised environment

N
skim. cxx

N
histograms.py

An example studying
H — 11 lepton decays
uses nine published
CMS open datasets

Feature: cms-htautau-nanocaod

Scenario: Workspace content
When the workflow is finished
Then the workspace should contain "njets.png"
And the workspace should contain "phi 1.png"

Scenario: Workspace size
When the workflow is finished
Then the workspace size should be less than 75 MiB

Scenario: Log content
When the workflow is finished
Then the job logs of the step "skimming" should contain \
"Event has good muons: pass=36921"
And the job logs of the step "histogramming" should contain \
"Muon transverse mass cut for W+jets suppression: pass=5063"

Scenario: Run duration
When the workflow is finished
Then the workflow run duration should be less than 25 minutes
And the duration of the step "skimming" should be less than 20 minutes

Define expected outcomes in natural language thanks to
Gherkin behavioural test language

e check workspace content and output files
e check produced log messages
e check execution duration of steps

s a

finishedingmins0sec ¢
i i

ertez.ts s cu

reana s 8

o higgstotautau finishedin6mnsosec ¢
Finkhed mmnes 550 prirtn :

Gtmgneirs >_iblos  CwWenapace B Specticaton

Test outcomes periodically
on REANA
13



Analyses
Name 4 Last success Last failure

alice-lego-train-test-run 5 hours ago 00:01:35

alice-pt-analysis 5 hours ago 00:01:10

atlas-recast 5 hours ago 00:01:10

displays a history of various reuse
examples and their statistics

cms-dimuon-mass-spectrum 8 days ago 00:01:03

cms-dimuon-spectrum 5 hours ago 00:01:22

cms-dimuon-spectrum-nanoaod 5 hours ago 00:01:52 Y a”OWS to qu|Ck|y Check the |ast
cms-h4l 5 hours ago 2 days ago 00:02:02 success and fallu re tlmestamps

cms-h4l-nanoaod 5 hours ago 00:03:46

cms-htautau-nanoaod 5 hours ago 00:07:08 [ ] ShOWS the reSUItS Of |aSt fIVe runs

e  displays duration of individual steps

Dashboard monitoring continuous reuse of periodically re-executed open data analysis examples



Conclusions

REANA as an “analysis engine”
complementing your data preservation
repository activities.

Ultimate goal: facilitate future reuse of
scientific data.

e Use cases for “preproducible”
analyses

e Use cases for data provenance
verification

e Use cases for analysis
reinterpretations

e Use cases for data usage pattern
validations

"adaptable software examples [are] the
most efficient way to pass on the
knowledge needed for research-level
studies on [the] data" — CMS

reana

Your workflows

Launch on REANA

Data + Code + Environment + Services + Workflow = Reusable Analyses

15



