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Many related talks at this workshop:
ALICE: David Chinellato
ATLAS: Zach Marshall
CMS: Julie Hogan
LHCb: Dillon Fitzgerald
LEP: Jacopo Fanini , Dietrich Liko, Matthias Schroeder, Ulrich Schwickerath
OD portal: Pablo Saiz



Introduction
Some brief history:
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The ODWG is now a standing WG, with once yearly meetings to discuss the status of the policy implementation.



Policy Strategy
• The policy has been broken down into the 4 levels of data as defined in the 

DHEP study on data preservation:
• Level 1 – Scientific publications, and associated additional data
• Level 2 – Data useful for Education and Outreach
• Level 3 – Reconstruction level data useful for general physics analysis
• Level 4 – RAW data 

• All large-LHC experiments already released data for L1 and L2 in broadly 
similar ways, and all agree that L4 is not practically useful
• The WG discussion therefore strongly focussed on the policy for L3 data

• Decided to write a short general policy document (to be made public) 
outlining the general principles, and in addition an internal document 
outlining the implementation of the policy by each experiment
• Implementation strategy for each experiment cannot be changed without discussing 

in the WG
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Policy document : https://cds.cern.ch/record/2745133
Implementation document : https://cds.cern.ch/record/2745081

https://cds.cern.ch/record/2745133
https://cds.cern.ch/record/2745081


Public Policy Document
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• 2 page document:
• Introduction:

• Motivation and scope
• Outline DHEP levels of data

• L1: Published results policy:
• Publish results in Open Access journals
• Provide additional information through HepData / RIVET etc..
• No change in current policy

• L2: Outreach and Education
• Provide rich data samples tailored for  outreach/education 

(easy to use) 
• L3: Reconstructed data

• See next slides…
• Real change to Collaborations policy

• L4: Raw Data
• Not useful for external people



L3 data – discussion (1)

• Any rules relating to publically releasing L3 data need to be approved by each experiments 
Collaboration Board

• Generally tried to find a good balance between:
1. Making data openly available
And
2. Protecting the collaborations:

- Avoiding collaboration members publishing with open data rather than a Collaboration paper
- Having to deal with wild claims made by external analysts with their data
- Not taking too much resources (both human and computing) from the Collaboration

- After much discussion converged on limiting of the amount of data released after a given time as 
a tool to make it unattractive for collaboration members to publish with Open Data

- Here a common approach across experiments is needed since e.g. ATLAS rules could effect a CMS 
collaborator’s behaviour in this regard 

- Exact fraction of data released after what latency experiment specific, but general principle common across 
experiments
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L3 data – discussion (2)

• Summary of each experiments Latency shown below:
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L3 data – discussion (3)

• We should only release L3 Open Data if it can be used for high quality 
science
• Release data and simulated samples
• Release data with best calibrations available
• Release sufficient information to allow main systematic uncertainties to be applied
• Release analysis s/w to allow efficient analysis of data

• Data expected to be useable not only for particle physics, but also 
computing, algorithmic development, big data studies etc.. 
• Publications using Open Data should:

• Have appropriate acknowledgements
• Be clearly identifiable from Collaboration papers
• Follow best scientific practices

• All experiments to use CERN Open Data Portal to house the released data
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Implementation: Data Volumes
• Implementation document showed the expected media resource needs:

• Currently ~5.5PB of LHC OD stored in the portal
• CERN IT kindly agreed to provide these resources for first 5 years (until end of 2025) 

- then to be re-discussed
• IT position to develop integrated tape back-end (save costs on storage resources in 

the long-term)
• Work ongoing, hopefully to be deployed next year
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Table updated since, 
but broadly 
consistent with 
previous estimates.
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Level-3 data 
so far released

7/24

4/24

12/23

9/23

12/22

12/21

12/20

No ALICE data release on Open Data portal yet, but will happen VERY soon
A lot of work has been going in ALICE to prepare for this:
• Developed new format to release data in

• Needed for efficient long-term release of data
• Converted planned datasets to new format 
• Established a new software framework for analysing converted data
• Validation of new samples now done
• In final stages of metadata preparation and data transfer to portal, for:

• pp, p-Pb and Pb-Pb Run 1 data samples
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Level 3 Open Data: LHCb

20/12/23
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Level 3 Open Data: CMS 
2/4/24



13

Level 3 Open Data: ATLAS 
1/7/24



Evolving model
• At the time of writing the implementation document in 2020, it became 

clear that the disk space needs for LHCb L3 Open Data will become
prohibitive after Run 1
• Estimated storage space 10PB (45PB) for Run 2 (3) if using the same model as Run 1 

• LHCb have therefore developed a new strategy based on the NtupleWizard
for access to LHCb OD
• Allows a user to skim the full data (stored on LHCb resources) using LHCb CPU 

resources to produce an ntuple tailored for their use case
• Smart idea to trade off CPU for storage
• At advanced stage of development, to be deployed next year
• More details in later talk by Dillon Fitzgerald  

• Current ALICE model will also not scale for Run 3 dataset (would be 
2PB/year)
• Plan to publish skimmed and derived dataset for Run 3 (to be released in 2030+)
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Open Data monitoring

• In the context of the CERN Open Science effort a discussion has started about 
what metrics should be monitored related to CERN Open Data and its usage
• This is an ongoing discussion, but some current thoughts are shown below

• Some Key Performance Indicators will be made public in the Open Science report, 
while others will be monitored internally to understand the usage at a more 
detailed level
• Discussions are ongoing but can think of two sets of KPIs:

• Related to data stored and accessed 
• Quantitative KPIs can be extracted from the OD portal
• Dashboard under development in IT

• Related to publications using CERN OD
• Quantitative KPIs can be extracted from Inspire (assuming papers reference OD DOIs as they should)

• This can miss the use of OD which does not lead to publications e.g. for education purposes
• More difficult to come-up with quantitative KPIs for this, but maybe able to have more qualitative 

information related to this from e.g. surveying users
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Expanding the effort – small-LHC expts 

16Given the 5 long latency before data needs to be released, these experiments do not need to put immediate effort into this yet



Expanding the effort – non-LHC expts 
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• Have started to discuss with non-LHC experiments, if they could sign-up to the existing LHC policy, or if 
they should develop a separate policy.

• Meeting organized with experiments Spokespersons on Spring this year
• For experiments associated with some CERN facilities the LHC policy, not well aligned with the 

procedures from the given physics community:
• ISOLDE – have developed their own version of the policy: 

• https://isolde.cern/isolde-open-data-policy
• nTOF – will likely develop their own policy, mostly based on existing procedures
• AD experiments – to discuss if a common AD policy makes sense

• SPS based experiments mostly think LHC policy could work for them, but more discussion needed
• Further discussion to be organized before the end of the year

https://isolde.cern/isolde-open-data-policy
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https://delphi-www.web.cern.ch/delphi-www/delsec/finalrules/DELPHI_Data_preservation-8.pdf
https://dphep.web.cern.ch/experiment/aleph

Expanding the effort – LEP expts
LEP data represents the highest energy e+e- collision data, very valuable 
– especially in the context of future e+e- machines (FCC-ee etc…)

ALEPH:
• Open Data available and used in some physics papers

• (not on CERN OpenData portal though)

DELPHI:
• Recently: s/w ported to latest OS, released Open Data policy
• Data starting to be uploaded to portal

OPEL:
• Renewed effort started recently
• Recently : s/w ported to latest OS, policy being discussed in 

collaboration

L3:
• No known effort ongoing

https://delphi-www.web.cern.ch/delphi-www/delsec/finalrules/DELPHI_Data_preservation-8.pdf
https://dphep.web.cern.ch/experiment/aleph


Summary
• LHC Open Data policy released at end of 2020, now entering implementation period

• The ODWG standing WG to follow implementation of policy at a high level
• Should expect some aspects to evolve as we see how this works in practise

• All large LHC experiments have now (or are very close to) releasing large L3 datasets
• Will be interesting to see the usage of these dataset
• Releases broadly in line with expectation from the policy
• In some cases the model will need to evolve to limit the huge dataset sizes

• LHCb Ntuple Wizard, ALICE releasing derived/skimmed formats etc…
• Experiments continuing to release Level-1 and Level-2 Open Data as before

• Expanding the set of experiments with formal Open Data policies
• All small-LHC exeriments have now endorsed the policy

• Will start to release L3 data before 5 years after the end of Run 3
• Discussions ongoing with non-LHC experiments 

• Depending on the facilty:
• Plan to write their own policy (tailored for their community)
• Hope to sign up to the existing LHC policy

• Discussions ongoing about KPIs to monitor Open Data usage:
• KPIs to be made public as part of the CERN Open Science reports
• Internal KPIs for more detailed monitoring

Many thanks to the WG members for their valuable input during this process
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Backup…
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The HEPData is the tool for storing additional Level-1 data associated to a particular publication.
It can store digitized versions of plots, and more detailed information on event selections, efficiencies etc…

Level 1 Open Data

https://www.hepdata.net/

https://www.hepdata.net/
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Level 2 Open Data
Example use of real experimental data for 
education and outreach. In this ALICE 
masterclass, school students can apply 
selections to real ALICE data, to emulate a 
published physics analysis.
The dataset used is openly available for 
education purposes.
The other large LHC experiments have 
similar tools for education purposes.

https://alice.physicsmasterclasses.org/MasterClassWebpage.html

https://alice.physicsmasterclasses.org/MasterClassWebpage.html
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Level 3 Open Data: LHCb

20/12/23
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Level 3 Open Data: CMS 
2/4/24
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Level 3 Open Data: ATLAS 
1/7/24



WG Original 
Mandate
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L3 data – discussion - 2

• Summary of each experiments Latency shown below:
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Resource needs (L3 data)
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Expected disk resources for Open Data release (note LHCb have different trigger stratgey that increases the size of their 
dataset. This can be controlled by not releasing some of the exclusive streams if needed).

It is expected that the computing resources will be covered by CERN IT.
The released data will be availabel through the CERN Open Data Portal.

The experiments will release data in their internal data-formats thus minimizing needed human resources.
The documents have a disclaimer that support for Open Data users will only be provided on a best-effort basis.  
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Slide from L. Heinrich Text in public policy document on releasing L3 data 
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https://delphi-www.web.cern.ch/delphi-www/delsec/finalrules/DELPHI_Data_preservation-8.pdf
https://dphep.web.cern.ch/experiment/aleph

Expanding the effort – LEP expts
LEP data represents the highest energy e+e- collision data, very valuable 
– especially in the context of future e+e- machines (FCC-ee etc…)

ALEPH:
• Open Data available and used in some physics papers

• (not on CERN OpenData portal though)

DELPHI:
• Recently released Open Data policy
• Currently uploading data to CERN Open Data portal

• Status for L3/OPEL not clear, but probably not happening…

https://delphi-www.web.cern.ch/delphi-www/delsec/finalrules/DELPHI_Data_preservation-8.pdf
https://dphep.web.cern.ch/experiment/aleph


CMS Open 
Data Results
• CMS have been a 

pioneer of releasing L3 
Open Data

• There have been a 
number of publications 
on this data covering 
BSM, QCD, jet-
reconstruction and 
machine learning 
topics
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