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Abstract Monitoring of CMS distributed storage is paramount to ensure efficient use of disk and tape resources allocated to the experiment.
The CMS Monitoring team currently uses MongoDB to store data for the tabular data monitoring and DataTables to visualize the data.
However, this pipeline can be improved and streamlined to enhance the performance.

This project aims to implement OpenSearch for storage and Grafana for access to overcome the performance issues and to unify the
tabular data monitoring pipeline with other dataset monitoring pipelines.
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Result 1: Database Change from MongoDB to Result 2: Visualization Change from DataTables to
OpenSearch Grafana

New spark jobs have been implemented such that the data is now New Grafana dashboards have been created for each index. This change

aggregated and sent to three test OpenSearch indices directly. The from DataTables to Grafana enhances data access and provides further
spark jobs are scheduled to run once everyday to update the indices. insights about the data.
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