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Nuclear PDFs from global analyses
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Figure 3: An illustration of the x and Q2 regions probed by the current lepton-A, pion-A

and proton-A data included in the global analyses of nuclear PDFs.

Figure 4: Comparison of the 208Pb nuclear modifications resulting from the EPPS21 (full,

blue) (51), nCTEQ15HQ (dashed, red) (50) and nNNPDF3.0 (dot-dashed, green) (52)

global analyses of nuclear PDFs, i.e. the PDFs of lead divided by the summed PDFs of 82

free protons and 126 free neutrons. Uncertainty bands correspond to 90% CL.

largest uncertainties are seen for the strange quark distributions, which are constrained only

by – to some extent problematic – neutrino data and by LHC weak boson data, where the

strange quark originates, however, mostly from gluon splittings. In Supplemental Material

we provide also a comparison of the absolute nuclear PDFs.

www.annualreviews.org • Nuclear PDFs After the First Decade of LHC Data 15

New review: Klasen & Paukkunen, Ann. Rev. Nucl. Part. Sci. 74 (2024) 1–41

Nuclear PDFs fAi (x,Q
2) are fitted

fraction of momentum
carried by the parton

factorization scale

parton flavour

parent nucleus

to inclusive hard cross section data

: use {e, ν, π, p}+A collisions
to avoid hot-QCD effects

: rely only to the QCD
collinear factorization

: use model-agnostic parametrisations
of nuclear effects as a function of x

Use statistical inference, minimize:

χ2
tot =

∑
k

(Dk − Tk)T Ck−1 (Dk − Tk)
da
ta

th
eo
ry

co
v.

Sum over data sets

Data correlations important!



Short intro to EPPS21 parametrization
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Define nuclear PDFs in terms of

f
p/A
i

bound-proton PDF
(x,Q2) =

nuclear modification

R
p/A
i (x,Q2) fpi

free-proton PDF
(x,Q2)

PDFs of the full nucleus are then constructed with

fAi (x,Q2) = Zf
p/A
i (x,Q2) +Nf

n/A
i (x,Q2),

and assuming fp/Ai

isospin←→ f
n/A
j

Parametrize the x and A dependence of
R
p/A
i (x,Q2

0) at Q0 = mcharm = 1.3 GeV

I Use a phenomenologically motivated
piecewise function in x

I Use a power-law type function in A
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Eskola, PP, Paukkunen, Salgado, EPJC 82 (2022) 413

a2 = 2

a2 = −3

More flexible fit with additional free parameters

I Nparam = 24 (20 in EPPS16)

Improved small-x gluon parametrization (for x < xa)

R
p/A
i (x,Q2

0) = a0 + a1(x− xa)
[
e−xa2/xa − e−a2

]



Propagating the baseline proton-PDF uncertainty in the EPPS21 fit
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We study baseline-PDF sensitivity by fitting nuclear modifications separately for each CT18A error set

CT18A
central set

fit nucl.
mods.

Hessian err.
analysis

fit nucl.
mods.

CT18A
err. sets

EPPS21
central set

EPPS21
nucl. err. sets

EPPS21
baseline err. sets

EPPS21
nucl. err.

EPPS21
full err.

: Possible to propagate the baseline uncertainty
consistently into any desired observable

I See the paper for instructions

: Nuclear modification and free-proton baseline
uncertainties become correlated

I Information contained in error sets
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JLab NC DIS

5 / 18

data from: Hall-C Experiment, Phys. Rev. Lett. 103 (2009) 202301
CLAS Collaboration, Nature 566 (2019) 354-358
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Excellent fit!

Results in line with
the reweighting study
Paukkunen & Zurita,

Eur.Phys.J.C 80 (2020) 381

We take into account
the leading target-mass
corrections

No sign of any strong
A-dependent higher-twist
contribution

N.B. A-dependence not
necessarily smooth for light
nuclei : need to scale the
nuclear modifications for
He-3 and Li-6 by factors

f3 = 0.291, f6 = 0.495



Dijets at 5.02 TeV
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data from: CMS Collaboration, Phys. Rev. Lett. 121 (2018) 062002
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Strong new constraints!

Results in line with
the reweighting study
Eskola, PP & Paukkunen,

Eur.Phys.J.C 79 (2019) 511

Still finding it difficult to fit
the forwardmost data points



D0s at 5.02 TeV – backward
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data from: LHCb Collaboration, JHEP 10 (2017) 090
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Excellent fit!

Results in line with
the reweighting study
Eskola, Helenius, PP & Paukkunen,

JHEP 05 (2020) 037

Using the NLO pQCD
S-ACOT-mT GM-VFNS
Helenius & Paukkunen,

JHEP 05 (2018) 196

Using a pT > 3 GeV cut
to reduce theoretical
uncertainties



D0s at 5.02 TeV – forward
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data from: LHCb Collaboration, JHEP 10 (2017) 090
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Excellent fit!

Results in line with
the reweighting study
Eskola, Helenius, PP & Paukkunen,

JHEP 05 (2020) 037

Using the NLO pQCD
S-ACOT-mT GM-VFNS
Helenius & Paukkunen,

JHEP 05 (2018) 196

Using a pT > 3 GeV cut
to reduce theoretical
uncertainties



W±s at 8.16 TeV
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data from: CMS Collaboration, Phys.Lett.B 800 (2020) 135048
Eur.Phys.J.C 76 (2016) 469
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Excellent fit!

Using a mixed-energy
nuclear modification ratio

RpPb =
dσpPb

8.16 TeV/dηµ
dσpp

8.0 TeV/dηµ

to cancel the free-proton
PDF uncertainty
Eskola, PP, Paukkunen, Salgado,

Eur.Phys.J.C 82 (2022) 271

Fully consistent with the dijets and D0s (but might prefer slightly smaller shadowing)
Important check on the nuclear PDF universality & factorization

These data do not appear to give additional flavour-separation constraints
on top of those we had already in EPPS16



Comparison with EPPS16
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RA
i =

fAi
Zfpi +Nfni
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Better control over gluon shadowing & antishadowing!



Ongoing work: Strangeness from dimuon DIS

10 / 18

J
H
E
P
0
9
(
2
0
2
4
)
0
4
3

0.0 0.1 0.2 0.3 0.4

d𝜎(𝜈̄ Fe
→𝜇− 𝜇+ X)/d

xdy

0.0

0.5

1.0

y= 0.349
E𝜈̄ = 77.9GeV

0.0 0.1 0.2 0.3 0.4
d𝜎(𝜈̄ Fe

→𝜇− 𝜇+ X)/d
xdy

0.0

0.5

1.0

1.5

2.0

y= 0.349
E𝜈̄ = 143.7GeV

x
0.0 0.1 0.2 0.3 0.4

d𝜎(𝜈F̄e
→𝜇− 𝜇+ X)/d

xdy

0.0

0.5

1.0

1.5

2.0

y= 0.349
E𝜈̄ = 226.8GeV

0.0 0.1 0.2 0.3 0.4

0.0

0.5

1.0

y= 0.579
E𝜈̄ = 77.9GeV

0.0 0.1 0.2 0.3 0.4
0.0

0.5

1.0

1.5

2.0

y= 0.579
E𝜈̄ = 143.7GeV

x
0.0 0.1 0.2 0.3 0.4

0.0

0.5

1.0

1.5

2.0

y= 0.579
E𝜈̄ = 226.8GeV

0.0 0.1 0.2 0.3 0.4

0.0

0.5

1.0

y= 0.776
E𝜈̄ = 77.9GeV

0.0 0.1 0.2 0.3 0.4
0.0

0.5

1.0

1.5

2.0

y= 0.776
E𝜈̄ = 143.7GeV

x
0.0 0.1 0.2 0.3 0.4

0.0

0.5

1.0

1.5

2.0

y= 0.776
E𝜈̄ = 226.8GeV

EPPS21
nCTEQ15HQ
nNNPDF3.0
NuTeV

EPPS21
nCTEQ15HQ
nNNPDF3.0
NuTeV

EPPS21
nCTEQ15HQ
nNNPDF3.0
NuTeV

EPPS21
nCTEQ15HQ
nNNPDF3.0
NuTeV

EPPS21
nCTEQ15HQ
nNNPDF3.0
NuTeV

EPPS21
nCTEQ15HQ
nNNPDF3.0
NuTeV

EPPS21
nCTEQ15HQ
nNNPDF3.0
NuTeV

EPPS21
nCTEQ15HQ
nNNPDF3.0
NuTeV

EPPS21
nCTEQ15HQ
nNNPDF3.0
NuTeV

Figure 10. Same as figure 9, but for antineutrino scattering.
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Figure 13. Same as figure 9, but with CCFR kinematics and data from ref. [22].
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Helenius, Paukkunen, Yrjänheikki, JHEP 09 (2024) 043
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Ongoing study of constraining the nuclear strangeness with dimuon DIS data
Using the new semi-inclusive DIS approach Helenius, Paukkunen, Yrjänheikki, JHEP 09 (2024) 043

Same data already used in fitting the proton PDFs : need to be careful with the correlations



Ongoing work: Impact of the UPC dijets
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Figure 21: Triple-differential cross-sections, d3f
d�TdGAdIW , as a function of GA for different bins of �T for events with

emitted photon energies in the kinematic range 3.7⇥ 10�4 < IW < 0.027. In the upper panel, systematic uncertainties
are shown as shaded boxes, while statistical uncertainties shown as vertical lines are usually smaller than the size
of the markers. A theoretical comparison is shown to cross-sections computed using P����� 8 with nCTEQ15
WZ+SIH PDFs, a photon flux from S��������, and a IW-dependent breakup fraction. The bottom panels show the
ratio between the theory prediction and data for a representative subset of the bins of �T. The light red bands in
the ratio panels are the quadrature sum of scale uncertainties on the cross-section, while the gray band shows the
remaining systematic uncertainty. The yellow band shows the point-to-point statistical uncertainty.
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ATLAS Collaboration, arXiv:2409.11060
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Preparing for direct comparisons with the ATLAS inclusive UPC dijet data
Using the calculations with realistic effective photon flux and e.m. breakup probability

Eskola, Guzey, Helenius, PP, Paukkunen, arXiv:2404.09731 [hep-ph]

Need to include still hadronisation and no-diffraction corrections



Data availability w.r.t. A
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DIS DY/W/Z hadr. Counting ratios A1/A2 only for the heavier nucleus

∼ 50% of the data points are for Pb!

� Good coverage of DIS measurements for different A (but only fixed target!)

À DY data more scarce, but OK A coverage

� Hadronic observables available only for heavy nuclei!

Light-ion runs at LHC could:

Complement other light-nuclei DY data with W and Z production (strangeness!)

Give first direct constraints (e.g. dijets, D-mesons) on light-nuclei small-x gluon distributions!



A-dependence of nuclear modifications
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A-dependence of gluon PDFs not well constrained by data!

Having data for even one additional nucleus would help interpolating the effect for others
(but note that A-dependence is not necessarily smooth or even monotonous)

Nuclear PDFs a major source of uncertainty for testing existence of QGP in small systems
Huss et al., PRL 126 (2021) 192301

Brewer, Huss, Mazeliauskas, van der Schee, PRD 105 (2022) 074040
Gebhard, Mazeliauskas, Takacs, arXiv:2410.22405 [hep-ph]
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PP, PRD 105 (2022) L031504

Similar setup as in CMS 5.02 TeV pPb measurement

Total integrated pO cross section of 81 µb

Compare with ∼ 330 µb in pPb at 5.02 TeV

Sufficient to give reasonable statistics even at
relatively low luminosities

16000 events at 0.2 nb−1

486000 events at 6 nb−1

Problem: absolute cross sections very sensitive to
the used free-proton PDFs

Difficult to disentangle nuclear modifications
from the free-proton d.o.f.s

: Better to study RpO

Problem: We do not expect pp reference at 9.9 TeV
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PP, PRD 105 (2022) L031504

Problem: We do not expect pp reference at 9.9 TeV

Solution 1: Use a forward-to-backward ratio

Excellent cancellation of free-proton PDFs

Price to pay: mixing small and large x effects

Even rather different nuclear modifications can
yield similar shape 0
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PP, PRD 105 (2022) L031504

Problem: We do not expect pp reference at 9.9 TeV

Solution 1: Use a forward-to-backward ratio

Excellent cancellation of free-proton PDFs

Price to pay: mixing small and large x effects

Even rather different nuclear modifications can
yield similar shape

Solution 2: Use a mixed energy ratio
pO(9.9 TeV)/pp(8.8 TeV)

Excellent cancellation of free-proton PDFs

Can resolve different nPDF parametrisations!

Already ∼ 1 nb−1 can be expected to be enough
to put new constraints on nPDFs (if we have
sufficient statistics for the pp reference)
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ALICE Collaboration Physics Letters B 827 (2022) 136943

Fig. 4. a) RpPb for π0 and η mesons in p–Pb collisions at √sNN = 8.16 TeV to-
gether with NLO [9,10], CGC [12] and FCEL [13] predictions. b) RpPb for π0 at √

sNN = 8.16 TeV compared with π0 [6] and charged hadron measurements [5,51]
at √

sNN = 5.02 TeV. c) Ratio of the π0 RpPb at √
sNN = 8.16 TeV to that at √

sNN = 5.02 TeV together with corresponding CGC and FCEL model predictions. 
Statistical uncertainties are shown as vertical bars; the systematic uncertainties as 
boxes. The overall normalization uncertainties are indicated as solid boxes around 
unity and amount to 3.4% in a) and b), and to 6.2% in c).
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alternative and default yield extraction methods is taken as
a systematic uncertainty.
Smaller systematic uncertainties come from unfolding,

the luminosity estimate, and the efficiency correction
factors. The unfolding uncertainty is estimated by using
a closure test in simulation. The unfolded yields agree with
the true yields in simulation to within about 1% in most pT
intervals. An additional unfolding uncertainty arises from
differences in π0 pT resolution in data and simulation. This
difference is estimated to be less than 10% by comparing
the fitted widths of the π0 peaks in data and simulation. The
resolution is varied in the unfolding by!10%, resulting in a
systematic uncertainty of less than 1% in every pT interval.
The efficiency correction uncertainty arises from the finite
size of the simulated data samples and results in a global
uncertainty of about 1%–2%. The luminosity has been
measured in pp collisions with a precision of 2% and in
p-Pb collisions with a precision of 2.6% in the forward
configuration and 2.5% in the backward configuration. The
luminosity uncertainty is 50% correlated between datasets.
The differential cross sections have an additional 4%
uncertainty due to uncertainties in the detector material
budget. This uncertainty is fully correlated between data-
sets and cancels in the nuclear modification factor.
The fully corrected π0 differential cross sections and nu-

clearmodification factor are shown in Figs. 2 and 3, respecti-
vely. The nuclear modification factor shows a Cronin-like
enhancement at backward pseudorapidity and a strong
suppression at forward pseudorapidity. Thesemeasurements
are compared to next-to-leading order PQCD calculations

FIG. 2. Measured π0 differential cross sections versus pT in the
(top) backward and (bottom) forward ηc:m: regions. Statistical
uncertainties are shown by error bars, while systematic uncer-
tainties are shown by boxes. The pp cross sections are scaled by
the atomic mass of the lead ion, A ¼ 208.

FIG. 3. Measured π0 nuclear modification factor in the (left) backward and (right) forward ηc:m: regions. Error bars show the statistical
uncertainty, while the open boxes show the pT -dependent systematic uncertainties. The solid gray boxes show the overall normalization
uncertainties from the luminosity estimate and efficiency correction factors. The results are compared to (top) theoretical predictions
[47,49,52] and (bottom) to charged-particle data from Ref. [15]. The hatched regions show the NPDF uncertainties of the PQCD
calculations. The vertical error bars on the charged-particle results show the combined systematic and statistical uncertainties.
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LHCb Collaboration, PRL 131 (2023) 042302

Forward π0s agree with D0-constrained nPDFs, but at
backward rapidities this agreement seems to break down!

Do I see a bump also in midrapidity data at 3–4 GeV?

Similar/larger enhancements seen in charged hadrons
PHENIX Collaboration, PRC 101 (2020) 034910
PHENIX Collaboration, PRC 105 (2022) 064902

LHCb Collaboration, PRL 128 (2022) 142004

: How do these effects scale in A?
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Nuclear PDFs are being constrained by an increasing amount of LHC data

EPPS21 global fit includes few thousand data points on a variety of processes

: Collinear factorization works in pA across a large phase space in x,Q2

: Nuclear gluon content in Pb better constrained than ever before

Still, the uncertainties in many places are large and new constrains are desperately needed

In particular, the A-dependence of gluon PDF is currently practically unconstrained

Wishlist for pO (with the expected short-run luminosities):

Dijets, D-mesons, identified light hadrons

Cross sections and, if possible, nuclear modification ratios

: Can use mixed-energy ratios, if pp baseline available at some different (but close by) energy

: Opinion: if measurement baseline is interpolated, then theory baseline must be too

For precision light-ion PDFs, probably need to go beyond short pilot runs



Backup



Collinear factorization in perturbative QCD

dσAB→k+X(Q2)
Q�ΛQCD

=
∑
i,j,X′

fAi (Q
2)⊗ dσ̂ij→k+X′(Q2)⊗ fBj (Q2) + O(1/Q2)

The cross section for producing an
inclusive final state k + X can be
described as a convolution of. . .

. . .Coefficient Functions dσ̂ij→k+X′
which

are calculable from perturbative QCD. . .

. . . and Parton Distribution Functions fAi , fBj
which contain long-range physics and cannot
be obtained by perturbative means. . .

. . . plus “Higher Twist” corrections
which are suppressed at high enough
momentum scale Q� ΛQCD

The PDFs fAi (x,Q
2) are universal, process independent,

and obey the DGLAP equations Q2∂f
A
i

∂Q2
=

∑
j

Pij ⊗ fAj
fraction of momentum
carried by the parton

factorization scale

parton flavour

parent hadron
or nucleus

splitting functions

Mellin conv.



Summary of recent nPDF global fits

Order in αs

lA NC DIS
νA CC DIS
pA DY
πA DY

RHIC dAu π0,π±

LHCpPb π0,π±,K±

LHC pPb dijets
LHC pPb HF
LHC pPb W,Z
LHC pPb γ

Q,W cut in DIS
pT cut in inc.-h,HF

Data points
Free parameters
Error analysis

Free-proton PDFs
Free-proton corr.
HF treatment
Indep. flavours

Reference

KSASG20
NLO & NNLO

X
X
X

1.3, 0.0 GeV
N/A
4353
18

Hessian
CT18
no

FONLL
3

PRD 104, 034010

TUJU21
NLO & NNLO

X
X

X

1.87, 3.5 GeV
N/A
2410
16

Hessian
own fit
no

FONLL
4

PRD 105, 094031

EPPS21
NLO
X
X
X
X
X

X
XGMVFN

X

1.3, 1.8 GeV
3.0, 3.0 GeV

2077
24

Hessian
CT18A
yes

S-ACOT
6

EPJC 82, 413

nNNPDF3.0
NLO
X
X
X

X
XFO+PS

X
X

1.87, 3.5 GeV
N/A, 0.0 GeV

2188
256

Monte Carlo
∼NNPDF4.0

yes
FONLL

6

EPJC 82, 507

nCTEQ15HQ
NLO
X

X

X
X

XMEfitting

X

2.0, 3.5 GeV
3.0, 3.0 GeV

1484
19

Hessian
∼CTEQ6M

no
S-ACOT

5

PRD 105, 114043



Heavy-flavour production mass schemes

FFNS
In fixed flavour number scheme,
valid at small pT, heavy quarks are produced
only at the matrix element level

Contains O(m) and log(pT/m) terms

DQ→h

ZM-VFNS
In zero-mass variable flavour number scheme,
valid at large pT, heavy quarks are treated as
massless particles produced also in ISR/FSR

Resums log(pT/m) but ignores O(m) terms

DQ→h

− subtraction term +

GM-VFNS
A general-mass variable flavour number scheme combines the two by supplementing subtraction terms
to prevent double counting of the resummed splittings, valid at all pT

Resums log(pT/m) and includes O(m) terms in the FFNS matrix elements

Important: includes also gluon-to-HF fragmentation – large contribution to the cross section!
Helenius & Paukkunen, JHEP 05 (2018) 196



D0s in pPb at 8.16 TeV

New LHCb measurement at 8.16 TeV
initially claimed to be in tension with nPDFs
(not included in the nPDF analyses yet)

Not only probing nPDFs but also testing
production and interaction mechanism!
(Here HELAC vs. S-ACOT-mT vs. FCEL)

0 5 10 15
]c [GeV/

T
p

0.5

1

1.5FBR  = 8.16 TeVNNsLHCb 
 = 5.02 TeVNNsLHCb 

EPPS16rwHF
nCTEQ15rwHF
FCEL

0Dprompt 
 < 4.0*y2.5 < 

Figure 7: Forward-backward production ratio for prompt D0 mesons as a function of pT,
integrated over the common rapidity range 2.5 < |y⇤| < 4.0. The error bars show the
statistical uncertainties and the boxes show the systematic uncertainties. The LHCb results atp

sNN = 5.02 TeV [4] and theoretical calculations at
p

sNN = 8.16 TeV from Refs. [8–10] are also
shown. For the LHCb results at

p
sNN = 5.02TeV, the error bars show the quadratic sum of

statistical and systematic uncertainties.

Table 4: Nuclear modification factor RpPb for prompt D0 mesons in intervals of pT and y⇤ for
pT < 10 GeV/c. The first uncertainty is statistical and the second is the systematic.

RpPb

pT [ GeV/c]\y⇤ (2.5, 4.0) (2.0, 2.5) (2.5, 3.0) (3.0, 3.5) (3.5, 4.0)
(0.0,1.0) 0.546 ± 0.002 ± 0.033 0.485 ± 0.001 ± 0.041 0.525 ± 0.001 ± 0.032 0.556 ± 0.002 ± 0.036 0.561 ± 0.005 ± 0.039
(1.0,2.0) 0.596 ± 0.002 ± 0.034 0.557 ± 0.001 ± 0.037 0.591 ± 0.003 ± 0.034 0.611 ± 0.002 ± 0.036 0.585 ± 0.003 ± 0.038
(2.0,3.0) 0.637 ± 0.001 ± 0.034 0.648 ± 0.001 ± 0.036 0.637 ± 0.001 ± 0.034 0.648 ± 0.001 ± 0.035 0.624 ± 0.003 ± 0.037
(3.0,4.0) 0.671 ± 0.001 ± 0.036 0.679 ± 0.001 ± 0.038 0.676 ± 0.002 ± 0.035 0.673 ± 0.002 ± 0.036 0.659 ± 0.004 ± 0.044
(4.0,5.0) 0.706 ± 0.002 ± 0.040 0.697 ± 0.002 ± 0.042 0.719 ± 0.002 ± 0.039 0.710 ± 0.003 ± 0.041 0.681 ± 0.007 ± 0.048
(5.0,6.0) 0.719 ± 0.005 ± 0.048 0.718 ± 0.003 ± 0.056 0.722 ± 0.002 ± 0.047 0.737 ± 0.004 ± 0.047 0.688 ± 0.019 ± 0.064
(6.0,7.0) 0.710 ± 0.014 ± 0.067 0.721 ± 0.004 ± 0.056 0.769 ± 0.004 ± 0.058 0.725 ± 0.006 ± 0.057 0.568 ± 0.061 ± 0.169
(7.0,8.0) 0.752 ± 0.005 ± 0.061 0.777 ± 0.006 ± 0.067 0.783 ± 0.005 ± 0.061 0.709 ± 0.010 ± 0.067 -
(8.0,9.0) 0.768 ± 0.011 ± 0.073 0.717 ± 0.006 ± 0.084 0.832 ± 0.008 ± 0.074 0.683 ± 0.023 ± 0.078 -
(9.0,10.0) 0.784 ± 0.018 ± 0.111 0.687 ± 0.007 ± 0.070 0.764 ± 0.011 ± 0.086 0.814 ± 0.043 ± 0.160 -
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Figure 8: Left: The LHCb Run-II RFB (263) compared to NLO GM-VFNS calculations

(234) using EPPS21, nCTEQ15HQ and nNNPDF3.0 nuclear PDFs. Right: The LHC

Run-II data (276, 277, 278, 279) for exclusive J/ production in PbPb collisions compared

to NLO calculations using EPPS21, nCTEQ15HQ and nNNPDF3.0 nuclear PDFs. The

factorization scales µ ⇠ 2.2 GeV have been chosen to match the ALICE data at y = 0.

of the top quark renders the production cross sections small in comparison to charm or

beauty production, the process was predicted to be visible at the LHC. Total top quark

cross sections have thereafter been measured by CMS (280) and ATLAS (281) and also in

PbPb collisions by CMS (282). The ATLAS measurement in pPb is consistent with the

nCTEQ15HQ, EPPS21 and TUJU21, but not with the nNNPDF3.0 nuclear PDFs.

5.6. Exclusive and inclusive observables in ultraperipheral collisions

Ultraperipheral collisions (UPCs) of ions are interactions in which the approaching nuclei

do not touch. Instead, they interact at a distance due to their strong electromagnetic fields

(283, 284). In comparison to typical minimum-bias pPb (let alone PbPb) collisions, much

fewer background processes take place, and the signal processes are thus easier to isolate.

The exclusive production of J/ mesons in UPCs has triggered particular interest. The

process is dominated by the exchange of an almost real photon. In photon-nucleus collisions,

the PDFs appear already at the level of the matrix element

M(� + A ! J/ + A) ⇠ Tg ⌦ fA
g +

X

q

Tq ⌦ fA
q . 48.

When squared to obtain a cross section, the latter becomes extremely sensitive to PDFs.

Several LO studies have been performed in the past (285, 286, 287, 288), but the first NLO

calculations for PbPb collisions have appeared only very recently (289, 290) despite the

fact that the NLO coe�cient functions Tg,q have been known for some time (291). Figure

8 (right) compares NLO calculations with several recent nuclear PDFs with the combined

experimental data from the LHC (276, 277, 278, 279). The factorization scales have been

chosen to match the ALICE data at mid-rapidity. While the central theory values do not

reproduce the behavior of the data particularly well, the nuclear PDF error bands are

28 Klasen and Paukkunen

Klasen & Paukkunen,
Ann. Rev. Nucl. Part. Sci. 74 (2024) 1–41

Rather different predictions!



B-mesons in pPb at 8.16 TeV data from: LHCb Collaboration, Phys. Rev. D 99 (2019) 052011
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Figure 10. The nuclear modification factors (upper panels) and the forward-to-backward ratio (lower
panel) for B mesons. The coloured bands correspond to the EPPS21 [62] (blue) and nNNPDF3.0 [63]
(purple) nuclear-PDF uncertainties. The data are from ref. [34].

predictions are found to agree with the data also here. The data perhaps hints towards a
stronger PT dependence but a more precise measurement is still required to confirm this in
a statistically significant way as notable fluctuations are seen in LHCb data for RpPb at
this PT region.

5 Conclusion and outlook

In summary, we have extended the NLO SACOT-mT scheme, originally introduced in
the context of D-meson production, to the case of B-meson production at the LHC. In
the original version we had defined a fragmentation variable that could lead to a patho-
logical behaviour in certain corners of the phase space — a better version introduced
in the present paper evades this problem. We contrasted our calculations against the
proton-proton data from the LHCb, ATLAS and CMS collaborations finding a very good
agreement within theoretical uncertainties originating from the variations of the renormal-
ization/factorization/fragmentation scales and the bottom-quark mass. Notably, the shift

– 19 –

Helenius & Paukkunen, JHEP 07 (2023) 054

B-meson production theoretically clean due to high b-quark mass, but scale-variation (∼ higher order)
uncertainties can still be relevant in GM-VFNS at NLO towards low-pT

Helenius & Paukkunen, JHEP 07 (2023) 054

LHCb data in agreement with S-ACOT-mT using EPPS21 and nNNPDF3.0 nPDFs
: Need more statistics for strong constraints



PHENIX pion production small-system scan 16

driven by the thickness of the nuclear matter traversed
by the projectile.

FIG. 10. Average RxA versus the number of collisions for (a)
the region around the RxA peak [4 < pT < 6 GeV/c] and
(b) the high pT region [pT > 8 GeV/c]. (c,d) Average RxA

versus the number of collisions per projectile participant for
the same two pT ranges. The statistical (error bars) and sys-
tematic (boxes) uncertainties are indicated. The tilted error
bars represent the anti-correlated uncertainty on the y and
x-axis due to the Ncoll calculations. The bar around unity
at the highest pT shown represents the overall normalization
uncertainty from p+p collisions.

5. Model comparison and discussion

The PDF of a nucleon is modified if the nucleon is
within a nucleus and the modifications increase with in-
creasing number of nucleons in the nucleus. Similarly
to the free proton PDFs themselves, the nuclear parton
distribution functions (nPDFs) are determined empiri-
cally by fitting a large variety of experimental data. Here
three di↵erent nPDFs are considered: nNNPDFv1.0 [47],
EPPS16 [48], and nCTEQ15 [49]. For consistency, the
same framework was used in all calculations with the
same fragmentation function [50].

Figure 11 compares the measured nuclear modification
factors for inclusive p+Al, p+Au, d+Au, and 3He+Au
collisions are to the predictions using the three di↵erent
nPDFs mentioned above. The central value of the predic-
tions is represented by a line and the uncertainties from
fitting the nPDF to data are given as shaded area. Due to
their large uncertainties, all three nPDFs give RxA pre-
dictions consistent with the data. However, looking at
the central values, the predictions are in tension with the
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FIG. 11. RxA for inelastic collisions compared to three dif-
ferent nuclear PDF calculations and their uncertainties. The
data points include the statistical and systematic uncertain-
ties. The left box around unity represents the overall normal-
ization uncertainty on the p+p collisions and the right box
represents the uncertainty from the calculated Ncoll.

trends of the data. For example, for the nNNPDF case
an enhancement is observed from 4 to above 20 GeV/c for
all systems, with a maximum near 8 GeV/c, clearly not
consistent with data. Looking at individual collision sys-
tems, EPPS16 and nCTEQ15 based calculations qualita-
tively, but not quantitatively, capture the general trends.
The tension is most clearly visible when comparing the
system size dependence. Each nPDF calculation predicts
an ordering of the enhancement of RxA in their respec-
tive peak region: 3He+Au > d+Au > p+Au > p+Al,
which is significant as the systematic uncertainties on
the nPDFs within one approach are highly correlated
between systems. The predicted ordering in the lower
pT (2–10 GeV/c) region, depending on the model, results
from the modification increasing both with the target size
and with the projectile size. In contrast, the data show
the reverse ordering 3He+Au < d+Au < p+Au with de-
creasing projectile size in the peak region.

For the same reasons that led to predictions of increas-
ing modification at lower pT . At high-pT , the models pre-
dict an ordering of RxA with projectile and target size:
3He+Au < d+Au < p+Au < p+Al. In contrast, the
data show a larger suppression than any of the models,
and it is essentially independent of the collision system.
However, given the systematic uncertainties on the RxA

scale, the nPDF predictions are consistent with the data
at high pT . The di↵erent trends, in particular at low pT ,
of the nPDF calculations compared to the data suggest

PHENIX Collaboration, PRC 105 (2022) 064902

Contrary to nPDF expectations,
measured “Cronin peak” size follows the
ordering 3He + Au < d+ Au < p+ Au

higher-twist (multiple-scattering)?
flow-like component?

At high pT the nPDF predictions
overshoot the data, but mind the large
normalisation uncertainties

How do the LHC pPb and pO data fit
this picture?



Impact on nPDFs – glue
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All major global nPDF fits find significant reduction
in gluon uncertainties when including LHC data

Constraints driven by dijets & heavy-flavour, but
also Ws and light mesons carry sensitivity

Differences between sets due to methodological and
data-selection choices



Impact on nPDFs – up
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Valence region constrained by fixed-target DIS data

Uncerainties grow towards small x due to lack of
collider DIS data



Impact on nPDFs – down
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Impact on nPDFs – anti-up
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Valence / sea quark separation dominated by
fixed-target DY data

nNNPDF3.0 has larger uncertainties due to not
including these data



Impact on nPDFs – anti-down
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Impact on nPDFs – strange
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Strangeness poorly known in lack of direct
constraints

Dimuon process in neutrino-DIS could be used to
improve

Helenius, Paukkunen, Yrjänheikki, JHEP 09 (2024) 043
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