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This study focuses on the training and 
implementation of a  supervised AI framework in 
order to Identify, classify and distinguish between 
processes simulated at the generator level using 
Madgraph5_aMC@nlo generator. We aim to 
train the model to identify the signal and 
background by going through their respective lhe 
files and be able to suggest cuts, if required, to 
separate signals from background events. We 
compared the results of the AI to human results 
[1] on tZ FCNC searches. Our results conclude, 
though over a limited population, that the S/B 
ratio provided by the AI model was quite  
accurate, even comparable to the cuts 
implemented by classical methods to extract 
signal (neglecting the detector deficiencies).

Do keep in mind that this study is still ongoing and 
this is simply an initial step regarding the separation 
of tZ signal from the backgrounds.

Cuts proposed by Dr.Yao-Bei Liu (as control) in his 
study [1]:
 1. Select 3 leptons with pT > 30 GeV and one b
   jet with pT > 40 GeV
 2. Select |M(l1 l2) - mz| < 15 GeV
 3. Select 100 GeV < MT(t) < 200 GeV

Cuts proposed by the AI model for the tZ process:
 1. Select number of leptons as 3
 2. Select 85 < M(l+ l-) < 97
 3. Select events with 1 b-quark
 4. Select 30 < MET <150
 5. Select DeltaR(l+,l-) < 2.5

 With more advancement in ML and the enormous 
amount of data produced during LHC runs, it calls for 
more effecient ways to perform data analysis. The main 
motivation of this study was simply this, being the first 
step in developing an AI framework which would provide 
a better Analysis and can be easily trained on simulation 
data to assess the real data generated by LHC runs.
 Morever, the main aim is the development of an AI 
framework that is able to apply cuts effectively on a 
number of processes, not just one and also has the 
capability to get significantly better in its analysis 
capabilities if trained on only one set of data.
 Even with a very limited set of data to train the model, 
the AI produced significant results when it came to the 
S/B effeciency, only falling short of complete removal of 
background by a factor of 10 events.

Event files for the process was generated from     
Madgraph5.
AI was trained to recognize and label these files
one by one based on the pdg id of particles.
A mixed file of all events was provided to AI  and 
it was instructed to separate all the events of a
specific process which it did.
After getting familiar enough with the
processes, AI was asked to provide cuts in order
to separate tZ process in the best way from the 
other processes in the combined file.
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Training the AI model on a large set of data, preferably 
starting with SM LHC processes.

Application of this model on open data from LHC runs to 
improve its effeciency.

Production of a base trainable model for researchers. 
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