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Automating Peer Review in CMS Experiment 
Publications with LLMs
We aim to automate and enhance the peer review of CMS experiment papers using 
a fine-tuned Llama 3.1 model.

This should result in improved paper quality and streamline the review process.
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Problem Statement

Peer reviewing is time-consuming:

• Diverse writing styles.

• Inconsistencies in writing styles cause 

misunderstandings and slow down the review process.

• Not all authors follow recommended guidelines, leading 

to readability issues.

https://scribblygumblog.wordpress.com/2015/09/30/a-first-timers-guide-to-peer-review/
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Proposed Solution

Utilize the advantages of AI to improve the peer review process.

Develop an LLM model to streamline peer reviews in the CMS experiment.

Fine-tune the model with over 1300 LaTeX documents from CMS.

How?

Inference 

Use Llama 3.1 8B

Implement PEFT
(Parameter Efficient 

Fine-Tuning)

• 8B Parameters: Trained on vast text data to generate human-like responses.
• Instruction-Tuned: Optimized to follow human instructions effectively.
• Versatile Applications: Suitable for a wide range of tasks

• Allows models to be fine-tuned with fewer parameters, making training more efficient.
• LoRA (Low-Rank Adaptation): Reduces the number of trainable parameters by using 

low-rank matrices, saving computational resources.

• Using the fine-tuned model to get the desired outputs, allowing it to apply learned 
knowledge to provide instant results.
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Process Overview

Select Pre-
Trained Model

Define Objective Prepare Dataset

Set LoRA
Parameters

Configure Training 
Parameters

Fine-Tune Model

Evaluate 
Performance

Adjust and Iterate Deploy the Model
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Training Data

Collection Process
More than 1300 peer-
reviewed LaTeX 
documents

Web Scrapping 

Each row contains a paragraph from the 
documents.



Input and Output Examples
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Status Overview
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Training & Validation Accuracies: The model shows signs of learning, 

though there is still room for improvement.

Data & Accuracy: We are continuing to explore different approaches 

and parameters to achieve appropriate outputs.

Model Efficiency: Fine-tuning can take multiple days to weeks on a 

small 4-GPU cluster.
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